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Opportunity for comment 

The Productivity Commission thanks all participants for their contribution to this Inquiry and now seeks 

additional input for the final report.  

You are invited to examine this interim report and comment on it by written submission to the PC, 

preferably in electronic format, by 15 September 2025.  

Further information on how to provide a submission is included on the website: 

www.pc.gov.au/inquiries/current/data-digital 

The PC will prepare the final report after further submissions have been received, and it will hold 

further discussions with participants. 
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Terms of reference 

I, Jim Chalmers, pursuant to Parts 2 and 3 of the Productivity Commission Act 1998, hereby request that the 

Productivity Commission (“the Commission”) undertake five inquiries to identify priority reforms under each of 

the five pillars of the Government’s productivity growth agenda and formulate actionable recommendations 

to assist governments to make meaningful and measurable productivity-enhancing reforms. 

Background 

Productivity growth is the key driver of real wage growth and rising living standards over the long term but 

has been slowing around the world since the mid-2000s. Australia’s productivity growth in the decade to 

2020 was the slowest in 60 years.  

Several long-standing factors have contributed to the productivity slowdown, including reduced dynamism 

and competitive pressures, and slower diffusion of technological innovations. Australia also faces new and 

emerging opportunities and challenges from the changing nature of our economy, including population 

ageing, rising demand for care and support services, technological and digital transformation, climate 

change and the net zero transformation, and geopolitical risk and fragmentation. How well we position for 

and respond to these changes will have a significant impact on our future productivity. 

In 2023, the Government set out five pillars for a broad and ambitious productivity growth agenda, and it 

has already progressed significant reforms under each pillar of this agenda. It is now tasking the 

Productivity Commission to identify the highest priority reform areas under each of the five pillars which 

have potential to materially boost Australia’s productivity growth going forward, and the measurable impact 

of these reforms where possible. 

Scope of the inquiries 

The Commission will conduct five inquiries to identify and report on priority reforms in each of the areas 

under the Government’s five pillar productivity growth agenda. Specifically, these are priority reforms which 

enhance productivity through: 

a. Creating a more dynamic and resilient economy 

b. Building a skilled and adaptable workforce 

c. Harnessing data and digital technology 

d. Delivering quality care more efficiently 

e. Investing in cheaper, cleaner energy and the net zero transformation 

The Commission should have regard to other current and recent reviews of relevance to Australia’s 

productivity performance including the Treasury Competition Taskforce, the National Competition Review 

and the House Economics Committee inquiry into promoting economic dynamism, competition and business 

formation; and the objectives and priorities outlined in the Intergenerational Report, the Employment White 

Paper, the Economic and Fiscal Strategy, the Measuring What Matters statement, and the Government’s 

legislated emissions reduction targets.  
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The inquiries should identify prospective areas for reform in the coming years, recognising the findings of 

recent reviews and taking into account Government reforms and reform directions. 

Process 

The Commission should engage widely and undertake appropriate public consultation processes, including 

inviting public submissions. The Commission should engage actively with Commonwealth, and state and 

territory governments.  

The Commission’s advice should clearly convey the importance of the reform opportunities identified, including 

quantitative analysis of the measurable benefits of the priority reforms where possible. This could include the 

long-run economic impacts on GDP and other measures of economic progress and national prosperity, the 

benefits accruing to Australian households including distributional impacts where possible, or other outcomes 

such as improved quality of services or living standards. This analysis should be presented in a way which 

acknowledges and manages the measurement challenges impacting some important reform areas.  

The Commission should publish an interim report for each inquiry in the middle of 2025 that includes 

preliminary actionable recommendations for productivity-enhancing reforms under the relevant pillar. The 

final reports for these inquiries should include advice on reform implementation, including implementation 

feasibility and risks, and be provided to Government within 12 months of receipt of this request.  

The Hon Jim Chalmers MP 

Treasurer 

[Received 13 December 2024] 
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Executive summary 

Data and digital technologies are the modern engines of economic growth. Emerging technologies like 

artificial intelligence (AI), which can extract useful insights from massive datasets in a fraction of a second, 

could transform the global economy and speed up productivity growth.  

Australia needs to harness the consumer and productivity benefits of data and digital technology while 

managing and mitigating the downside risks. There is a role for government in setting the rules of the game 

to foster innovation and ensure that Australians reap the benefits of the data and digital opportunity.  

The economic potential of AI is clear, and we are still in the early stages of its development and adoption. Early 

studies provide a broad range of estimates for the impact of AI on productivity. The Productivity Commission 

considers that multifactor productivity gains above 2.3% are likely over the next decade, though there is 

considerable uncertainty. This would translate into about 4.3% labour productivity growth over the same period. 

But poorly designed regulation could stifle the adoption and development of AI and limit its benefits. Australian 

governments should take an outcomes-based approach to AI regulation – one that uses our existing laws and 

regulatory structures to minimise harms and introduces technology-specific regulations as a last resort. 

Data access and use can fuel productivity growth: insights from data can help reduce costs, increase the 

quality of products and services and lead to the creation of entirely new products. But some requirements in the 

Privacy Act, the main piece of legislation for protecting privacy, are constraining innovation without providing 

meaningful protection to individuals. For example, complying with the controls and processes baked into the 

Act can make consent and notification a ‘tick box’ exercise – where businesses comply with the letter of the law 

but not the spirit of it. The Australian Government should amend the Privacy Act to introduce an alternative 

compliance pathway that enables firms to fulfil their privacy obligations by meeting outcomes-based criteria. 

Data about individuals and businesses underpins growth and value in the digital economy. But often those 

same individuals and businesses cannot easily access and use this data themselves. Under the right 

conditions, giving people and businesses better access to data that relates to them can stimulate competition 

and allow businesses to develop innovative products and services. A mature data-sharing regime could add 

up to $10 billion to Australia’s annual economic output.  

Experience shows that we need a flexible approach to facilitating data access across the economy, where 

obligations placed on data holders and the level of government involvement can match the needs and digital 

maturity of different sectors. New lower-cost and flexible regulatory pathways would help to guide expanded 

data access throughout the digital economy, focusing first on sectors where the gains can be significant and 

relatively easy to achieve. 

Financial reports provide essential information about a company’s financial performance, ensuring 

transparency and accountability while informing the decisions of investors, businesses and regulators. 

Government can further spark productivity by making digital financial reporting the default – that is, mandatory 

lodgement of financial reports in machine-readable form. At the same time, the Australian Government should 

remove the outdated requirement that financial reports be submitted in hard copy or PDF format. This change 

would increase the efficiency and accuracy with which information is extracted and analysed.  
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Draft recommendations 

Artificial intelligence 

 

 

Draft recommendation 1.1 

Productivity growth from AI will be built on existing legal foundations. Gap analyses of 

current rules need to be expanded and completed. 

Australian governments play a key role in promoting investment in digital technology, including AI, by 

providing a stable regulatory environment. Any regulatory responses to potential harms from using AI 

must be proportionate, risk-based, outcomes-based and technology-neutral where possible. 

The Australian Government should continue, complete, publish and act on ongoing reviews into the 

potential gaps in the regulatory framework posed by AI as soon as possible.  

Where relevant gap analyses have not begun, they should begin immediately.  

All reviews of the regulatory gaps posed by AI should consider: 

• the uses of AI 

• the additional risk of harm posed by AI (compared to the status quo) in a specific use-case  

• whether existing regulatory frameworks cover these risks potentially with improved guidance and 

enforcement; and if not how to modify existing regulatory frameworks to mitigate the additional risks.  

 

 

Draft recommendation 1.2 

AI-specific regulation should be a last resort  

AI-specific regulations should only be considered as a last resort for the use cases of AI that meet two 

criteria. These are: 

• where existing regulatory frameworks cannot be sufficiently adapted to handle the issue 

• where technology-neutral regulations are not feasible.  
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Draft recommendation 1.3 

Pause steps to implement mandatory guardrails for high-risk AI 

The Australian Government should only apply the proposed ‘mandatory guardrails for high-risk AI’ in 

circumstances that lead to harms that cannot be mitigated by existing regulatory frameworks and where 

new technology-neutral regulation is not possible. Until the reviews of the gaps posed by AI to existing 

regulatory structures are completed, steps to mandate the guardrails should be paused.  

 

Data access 

 

 

Draft recommendation 2.1 

Establish lower-cost and more flexible regulatory pathways to expand basic data access 

for individuals and businesses 

The Australian Government should support new pathways to allow individuals and businesses to access 

and share data that relates to them. These regulatory pathways will differ by sector recognising that the 

benefits (and the implementation costs) from data access and sharing are different by sector. This could 

include approaches such as: 

• industry-led data access codes that support basic use cases by enabling consumers to export 

relatively non-sensitive data on a periodic (snapshot) basis  

• standardised data transfers with government helping to formalise minimum technical standards to 

support use cases requiring high-frequency data transfers and interoperability. 

These pathways should be developed alongside efforts that are already underway to improve the 

Consumer Data Right (which will continue to provide for use cases that warrant its additional safeguards 

and technical infrastructure) and the My Health Record system. 

The new pathways should begin in sectors where better data access could generate large benefits for 

relatively low cost; and there is clear value to consumers. Potential examples include: 

• enabling farmers to combine real-time data feeds from their machinery and equipment to optimise their 

operations and easily switch between different manufacturers  

• giving tenants on-demand access to their rental ledgers which they can share to prove on‑time 

payments to new landlords or lenders  

• allowing retail loyalty card holders to export an itemised copy of their purchase history to budgeting and 

price comparison tools that can analyse spending and suggest cheaper alternatives. 

The scope of the data access pathways should expand over time based on industry and consumer 

consultation, where new technology, overseas experience or domestic developments show that there are 

clear net benefits to Australia. 
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Privacy regulation 

 

 
Draft recommendation 3.1 

An alternative compliance pathway for privacy 

The Australian Government should amend the Privacy Act 1988 (Cth) to provide an alternative compliance 

pathway that enables regulated entities to fulfil their privacy obligations by meeting criteria that are 

targeted at outcomes, rather than controls-based rules.  

 

 

 
Draft recommendation 3.2 

Do not implement a right to erasure 

The Australian Government should not amend the Privacy Act 1988 (Cth) to introduce a ‘right to 

erasure’, as this would impose a high compliance burden on regulated entities, with uncertain privacy 

benefits for individuals.  

 

Digital financial reporting 

 

 
Draft recommendation 4.1 

Make digital financial reporting the default 

The Australian Government should make the necessary amendments to the Corporations Act 2001 (Cth) 

and the Corporations Regulations 2001 (Cth) to make digital financial reporting mandatory for disclosing 

entities. The requirement for financial reports to be submitted in hard copy or PDF format should also be 

removed for those entities. 
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About this inquiry 

The data and digital technology opportunity 

The global economy has been transformed over the past 50 years by advancements in information and 

communication technology. And this transformation is continuing. Technologies relating to data and digital 

services – such as emerging ones like artificial intelligence (AI), which can analyse and extract useful 

insights from massive datasets in a fraction of a second – are the modern engines of economic growth.  

New digital technologies – like they have in the past – can create benefits across the entire economy, 

including speeding up lacklustre productivity growth. The development of information communication 

technologies contributed up to 0.3 percentage points to Australia’s annual economic growth in the late 1990s 

(PC 2004, p. 7). Similarly, internet and mobile phone adoption increased Australian GDP per capita by about 

3% between 2004 and 2014 (Qu et al. 2017, pp. 66–67). AI, and related digital innovations, could offer 

equivalent or bigger productivity gains. Early estimates suggest AI will increase multifactor productivity by 

0.5% to 13% over the next decade. After examining the assumptions underpinning these studies, the 

Productivity Commission considers that multifactor productivity gains above 2.3% are likely (though there is 

considerable uncertainty about the precise magnitude). This would translate into about 4.3% labour 

productivity growth over the next decade (see appendix B for details). 

Better data access and use regimes that reduce frictions between data holders, users, and subjects – 

consumers and businesses – can enable the development of new digital technologies. Less friction can also 

spur productivity growth more broadly: insights from data can help reduce the cost of doing business, increase 

the quality of products and services for consumers and lead to the creation of entirely new products (PC 2023b, 

p. 1). In 2019, the OECD found that data sharing ‘generate[d] social and economic benefits worth between 

0.1% and 1.5% of gross domestic product (GDP) in the case of public-sector data, and between 1% and 2.5% 

of GDP (in a few studies up to 4% of GDP) when also including private-sector data’ (2019, p. 11). 

Australians are already generating and sharing vast amounts of data about themselves both directly (such as 

by uploading content to social media), and as a byproduct of other activities (such as through online 

shopping). They are also embracing new digital technologies. As of March 2023 an estimated 68% of 

Australian businesses had already adopted AI technologies, and a further 23% reported that they were 

planning to do so in the next 12 months (CSIRO 2023, p. 16; Export Finance Australia 2023). While 

businesses can access and use this trove of data to create and offer better, more personalised services, that 

same option is not always available for consumers who might also want to use data to find goods and 

services that are a better fit for them. The relative ease with which massive amounts of data can be created, 

gathered, stored and traded also creates issues of privacy and trust.  

Australia needs a way forward that enables the consumer and productivity benefits from data and digital 

technology to be harnessed, and the downside risks mitigated. There is a role for government in setting the rules 

of the game, but without unduly curtailing the benefits of data and digital technologies and stifling innovation.  
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Our package of reforms 

In January 2025, we asked for ideas about improving productivity through data and digital technologies. We 

received a wide range of ideas from government, industry and the community. We also looked at what work 

is already being progressed elsewhere in government – such as the review of the Data Availability and 

Transparency Act, work to progress the Data and Digital Government Strategy, initiatives to expand the 

Digital ID system, and the recent 2024 Regional Telecommunications Review.  

On this basis, we identified reform options in four policy areas to boost overall productivity (figure 1), taking 

account of the unique nature of data and digital technology (box 1). 

• AI technology is already being used to enhance productivity across Australia. Some economists predict 

that AI could create productivity growth similar to previous groundbreaking technologies – like the steam 

engines that powered the Industrial Revolution in the 1800s and electricity that powered manufacturing in 

the 1900s. Chapter 1 sets out a blueprint for identifying the right regulatory settings that will enable 

Australia to make the most of this opportunity.  

• Data about individuals and businesses underpins growth and value in the digital economy. Our data 

access reform is about enabling Australians to harness these benefits (chapter 2). With better access to 

data that relates to them, people and businesses could save time and money by linking up the products 

and services they use or more easily switching to new providers. They could also access data-driven 

services to better manage their health and finances or improve their business operations.  

• The benefits of data access and use can only be realised if they are underpinned by trust that data is 

being handled safely and securely. One way that governments seek to achieve this is through privacy 

regulation. The policy challenge is that, if implemented poorly, privacy regulation can harm productivity – 

whether because compliance unduly burdens businesses or because it fails to protect the privacy interests 

of individuals, thereby undermining trust. This issue is explored in chapter 3.  

• The adoption of digital financial reporting would increase the efficiency and accuracy with which 

financial information can be extracted and analysed. It would enable more effective decision-making by 

investors (including the many Australians who hold shares directly or through superannuation funds), 

businesses and regulators, while promoting transparency and accountability. We outline how these 

benefits can be realised in chapter 4.  

Figure 1 – Four reform areas to support productivity growth 

 

The reforms in this report will create an enabling environment that fosters data access and use so that 

consumers, businesses and governments alike can harness the benefits of data and digital technology. They 
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are also about building a system that includes the right regulatory safeguards and protections, so that 

Australian consumers and businesses can participate with confidence. 

 

Box 1 – What makes data unique?  

There are overlapping interests in data 

Data is the encoding of information into any form, including text, audio and visual material in analogue or 

digital formats. Data is not exclusively owned by any single party; instead, the law recognises 

overlapping interests (depicted in the figure below). While data holders have broad, de facto control over 

data, this may be subject to other legal interests or obligations. This includes rights in relation to the 

component parts of the data, such as: 

• the underlying information captured by the data – which is generally considered to be in the public 

domain but can be subject to access regimes and privacy laws 

• the form in which data is expressed – which may be subject to, for example, copyright claims. 

 

One key policy issue is how these different interests should be traded off against each other when they 

come into conflict – and laws, regulation and policy on this matter are constantly evolving.  

Data access and use is non-rivalrous 

Data is distinct from other goods in that it is often non-rivalrous, meaning multiple parties can access and 

use the same data at the same time without depleting its value to other users. This means data has high 

potential value as an economic good because, once the (typically low) cost of encoding it is incurred, it 

can be shared widely and stored with almost no additional production cost. This implies that, once 

created, economic welfare is maximised by the widest possible use of data, subject to any negative 

externalities (discussed below). In other words, data could be under shared relative to the optimal level.  

Data access and use can create risks  

Data access and use can also be associated with negative externalities. For example, when data 

includes personal information, an individual may be made worse off if it is widely shared as this 

undermines their privacy. This could mean that, in the absence of regulation to limit or mitigate those 

negative externalities, data can also be over shared relative to the optimal level. 

Some parties have rights that limit 

access and use by others

In general, broad rights to 

(control) access and use are 

unassigned (public domain)
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Form
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1. Enable AI’s productivity 

potential 

Summary 

 Artificial Intelligence (AI) could underpin a new wave of productivity growth. Early estimates suggest AI 

will increase multifactor productivity by 0.5% to 13% over the next decade. The Productivity 

Commission considers that productivity gains above 2.3% are likely, although there is considerable 

uncertainty. This would translate to about 4.3% labour productivity growth over the next decade.  

• Examples of Australian uses of AI happening right now include fraud detection and warnings by banks, 

robotic sorting in agriculture, and teaching tools at schools and universities. 

 As with any new technology, AI can raise risks. Getting regulatory settings right will help keep 

Australian consumers safe and give businesses the certainty they need to use, invest and develop AI 

technologies. 

• Poorly designed regulations could stifle AI investment without improving outcomes.  

 Existing regulations are the starting point. Governments are conducting gap analyses to assess 

whether existing regulations sufficiently address AI-related risks. Regulatory changes should only be 

considered if clear gaps are identified. 

 AI-specific regulations should only be considered as a last resort when it is not feasible to adapt 

existing regulatory frameworks or introduce technology-neutral regulations. 

 An example of where governments can act to bring regulatory clarity and certainty is in copyright 

settings. The PC is seeking feedback about whether reforms are needed to better facilitate the use of 

copyrighted materials, in the context of training AI models. 

 

Artificial intelligence is part of the solution to anaemic 

productivity growth 

Artificial Intelligence (AI) could underpin a new wave of productivity growth in Australia and around the world 

(box 1.1).  

AI adoption is in its early stages, but people are already embracing this technology and realising real 

efficiency and productivity gains. Law firms use ‘large language models’ for evidence review and preliminary 

drafting (Snowden 2025b, 2025a) and teachers are using AI models as an education tool (Kowal 2025). AI 
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tools are helping logistics companies improve their last mile delivery by better responding to real time 

changes in customer demand, internal priorities and fleet availability (DHL 2024). The public is rapidly 

adopting AI tools as well. A popular AI Assistant, ChatGPT, had over 100 million users two months after its 

release and about 500 million people currently use it every week (Milmo 2023; OpenAI 2025a, p. 6).  

As AI continues to develop and its uses become clearer, the potential upside productivity benefits, including from 

as yet undiscovered AI applications and improvements in the underlying models themselves, could be significant. 

 

Box 1.1 – How large is the productivity dividend from AI? 

AI will likely raise productivity, but there is ongoing debate about the magnitude of this effect. Studies 

suggest AI could increase multifactor factor productivity between 0.5% to 13% over the next decade 

(0.05 to 1.3 percentage points annually). After examining the assumptions underlying these studies, the 

PC considers that multifactor productivity gains above 2.3% are likely over the next decade (0.23 

percentage points annually). As a back of the envelope, this would imply labour productivity growth of 

about 4.3%, which at current levels of population, working hours and employment would imply about an 

extra $116 billion of GDP over the next decade. That said, there is considerable uncertainty about the 

precise magnitude of the productivity effect. 

In the long term, AI productivity gains could be well above 2.3%. AI may accelerate the pace of scientific 

progress, contributing to permanently higher economic growth (Aghion and Bunel 2024, p. 12). And as AI 

capability improves, AI may also play an increasingly large role and could be leveraged for completely 

new applications (Filippucci et al. 2024, p. 17). 

However, some productivity benefits may go unmeasured. AI is likely to lead to completely new products 

and improve the quality of existing products. But the contribution of new products and quality 

improvements tend to be underestimated in official statistics (Feldstein 2017), especially when they are 

free. For instance, properly accounting for free digital content may mean annual US GDP growth was 

0.11 percentage points higher between 2005–2015 (Nakamura et al. 2017). Additionally, investments 

required for AI adoption may be challenging to measure, potentially delaying gains in measured 

productivity improvement (Brynjolfsson et al. 2021). 

Governments have a key role in making the most of the AI 

opportunity  

The Productivity Commission (2024d, p. 10) considers that the Australian Government has a number of 

policy responsibilities that will be important in making the most of the AI opportunity.  

• Using regulation sensibly to build community trust and business confidence – consistent and reliable 

regulation can help promote trust in AI technology, which in turn creates an environment in which business 

is willing to invest in, develop, and adopt AI. 

• Acting as an exemplar in the use of AI – governments are some of the largest employers of professionals 

in the country and so will likely be a large user of AI technologies. This means governments’ internal 

policies towards AI can have a significant impact on the uptake of this technology. 

• Building foundational capabilities to support AI uptake – governments play a major role in regulating and 

funding education and training in Australia. As a result, governments will be key players in determining 

whether these systems are able to provide the digital literacy necessary for effective AI use. 
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• Investing in digital infrastructure – as many AI models will not be hosted locally, high-speed internet is a 

prerequisite to fully utilising AI. Governments have a key role to play in providing the digital infrastructure 

necessary for high-speed internet.  

This reform proposal focuses on government regulation. This focus was chosen for a variety of reasons, 

including: the lack of international consensus on the best way to regulate AI, calls from industry for more 

certainty on the ways AI risk and opportunities will be handled by regulators, the overlap of some of these key 

areas with other inquiries running concurrently with this one (such as skills and education) and concerning 

proposals for the regulation of AI in Australia. However, all these levers will be important in grasping the AI 

opportunity and Australian governments should be reflecting on their performance in each of these areas.  

For the purposes of this inquiry, AI is defined as any systems that perform tasks usually requiring human 

intelligence (box 1.2).  

 

Box 1.2 – What is artificial intelligence? 

AI refers to machine systems that perform tasks typically requiring human intelligence, such as learning, 

reasoning, and decision-making (Digital NSW 2025). Unlike traditional algorithms – where humans 

specify how to perform a task – AI models can infer how to generate outputs from inputs, often with 

minimal human oversight.a 

AI is commonly categorized by function: 

• Generative AI – responds to prompts to create text, images, video, or other data.b  

• Agentic AI – makes autonomous decisions and performs tasks independently, often using Generative AI. 

AI models are also classified by scope: 

• Narrow AI (or weak AI) – includes current systems like chatbots, which are trained for specific tasks. 

• Artificial General Intelligence (or AGI) – is a hypothetical form of AI capable of performing any 

intellectual task a human can (Digital NSW 2025). Some refer to generative AI models like ChatGPT, 

Claude and Grok as ‘general purpose AI’ (GPAI), which should not be confused with AGI.  

a. The ability of some artificial intelligence models to find patterns in data and use this to make predictions or create new 

media is referred to as ‘machine learning’ (Stryker and Kavlakoglu 2024). b. Generative AI models use the same machine 

learning methods employed by other types of AI models (typically trained on a massive dataset with millions of 

observations and parameters). What distinguishes Generative AI is that rather than just producing numerical output, it can 

create new text, audio or video content. This is accomplished by converting textual, audio or video information into 

numerals (‘tokenisation’) that a computer can understand. The model then produces an output in numerical form that is 

then converted into text, audio or video (Salvator 2025). Models with the ability to interpret different types of inputs are 

referred to as ‘multimodal’, and some of these models can produce one type of output when asked, say an image, but 

when asked a different prompt can produce a different type of output, for example text (Stryker 2024). 

How AI could affect productivity  

Automation, machines performing tasks that were previously performed by humans, has driven much of the 

productivity growth we have seen since the Industrial Revolution (Aghion et al. 2017, pp. 3–4; Autor et 

al. 2003, p. 1284). Automation can increase incomes, leisure time, and, living standards when machines 

perform tasks faster or better than human labour. For example, replacing ploughs with tractors leads to 

bigger harvests with less work.  
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As technology advances, human workers often shift to tasks that are harder to automate, and new tasks are 

also created. This process is known as augmentation, where machines enhance rather than replace human 

roles. Hand calculators, for example, automated and greatly increased the speed and accuracy of the 

calculations required to solve complex problems (like launching rockets) but also allowed skilled labour to be 

freed up for other tasks that add more value (like designing better rockets).  

AI continues the trend of automation and augmentation. But, whereas tools like the tractor affected manual 

tasks, AI, like the introduction of computers, has the potential to automate cognitive tasks. 

Unlike computerisation, which mostly automated routine cognitive tasks like data entry or typewriting (Autor 

et al. 2003), AI appears to be replacing non-routine cognitive tasks (Autor 2024, p. 7). This includes things 

like enabling robots to fetch goods in an Amazon warehouse (partially enabled by having a sense of touch) 

(Amazon 2025).1 But this also includes more creative tasks like composing new text, and audio and visual 

media as well as creating computer programs from scratch.2 

There is also the possibility that AI could affect the pace of scientific progress itself (box 1.3). 

 

Box 1.3 – AI could change the pace of scientific progress 

AI has already been applied in medical research, physics and chemistry (Charley 2024; Devlin 2025; 

ScienceDaily 2024). This could speed up the discovery and development of new technologies, leading to 

faster economic growth.  

To take an example from biology, the AI program AlphaFold uses an algorithm trained on 170,000 

previously solved proteins to predict other protein structures, of which millions remain unsolved 

(Service 2020). Protein prediction is an incredibly complex process. Predicting structures would 

previously take researchers months or years, but with AlphaFold it now takes minutes (Isaacson 2024). 

The program greatly increases the ability of scientists to understand diseases and identify possible 

treatments. Venki Ramakrishnan, winner of the 2009 Nobel Prize in Chemistry, stated that the program 

has produced results that have ‘occurred decades before many people would have predicted’, and that 

the program will ‘fundamentally change biological research’ (Deepmind 2020). It is not clear how much AI 

will affect the pace of scientific research, and even less clear how that will then affect economic growth 

but these early applications seem highly promising.  

AI is already changing Australian workplaces  

Inquiry participants told the PC about the many areas where AI is being actively rolled out.  

• Repetitive administration tasks – many have used AI tools to save time on various administrative tasks 

such as drafting emails, responding to customer inquiries or scheduling activities (ADHA, qr. 16, pp. 8; 

Marrickville Legal Centre, qr. 38, p. 3; MFAA, qr. 67, p. 3; Osjavi Rana, qr. 68, p. 3; TCA, qr. 69, p. 4).  

• Education and training – a variety of AI tools are being used by educators to augment their teaching (The 

University of Sydney, qr. 21, p. 6; RUN, qr. 22, pp. 3–4; CAG TAFE, qr. 41, p. 3).  

 
1 In the same way that humans learn to ride a bicycle over time through trial and error – instead of learning the actual physics required – 

Amazon’s Vulcan robot has learnt by ‘figuring out how different objects behave when touched and steadily building up an understanding 

of the physical world, just like kids do’ (Amazon 2025). This process can be referred to as ‘non-routine’, as algorithms could not be 

pre-programmed by humans to dictate Vulcan’s decision making. 

2 Potential copyright issues raised by the training process for AI models are discussed below.  
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• Software and IT systems – other participants are using AI tools and processes as part of the development 

of software or for internal cybersecurity purposes (Montu Group Pty Ltd, qr. 35; p 3; Atlassian, qr. 50, p. 6; 

Microsoft, qr. 52, pp. 4–5; Salesforce, qr. 57, pp. 3–4). 

The PC also learned of many other Australian applications of AI. Lyro Robotics has developed an avocado 

sorting robot that interprets footage to recognise and then sort fruit based on how ripe it is (Field 2025). The 

Commonwealth Bank of Australia stated that they have seen a 30% drop in customer-reported fraud due to 

measures like AI powered transaction alerts (2024a). Westpac is piloting a system that detects indications 

that a customer is being coerced when they call the bank (Westpac 2025). Telstra reduced follow up calls 

made by customers with service issues by 20% through the use of an AI tool developed in house 

(Telstra 2024b). Community service providers are also using AI to improve their processes. In far-north 

Queensland, park rangers are using AI to detect, isolate and catalogue Aboriginal rock art from photos 

(Richards 2023). Manually cataloguing rock art is otherwise time consuming, with many sites still yet to be 

discovered. In the Northern Territory, AI analysis of drone footage is being used to identify ghost nets 

(Ellis 2025). Rangers would otherwise have to visually inspect the coastline themselves.  

While AI is being widely applied to a broad range of tasks, the overall macroeconomic effect of AI on the job 

market – how many jobs will be changed, gained or lost – is highly uncertain (box 1.4). The PC understands 

that Jobs and Skills Australia plans to release a report examining these effects later in August 2025.  

 

Box 1.4 – How might AI change the mix of roles people work in? 

AI, like all previous technological changes, is anticipated to increase the demand for workers in some 

professions and decrease it for others. Inevitably, this will involve both painful transitions for workers 

whose roles are made redundant and positive changes from new opportunities. But precisely which 

occupations will be affected, the amount of job losses, job creations and job changes, and the speed of 

the transition are all subject to a range of factors.  

Part of the complexity in forecasting how AI will affect the structure of the workforce is that just because 

an occupation has high ‘exposure’ to AI does not necessarily mean there will be significant job losses in 

that occupation (Cazzaniga et al. 2024, p. 6). Some tasks performed by AI can be ‘complementary’ to 

those performed by humans– meaning that greater use of AI will raise demand for other tasks performed 

by humans. Even when AI does automate some jobs, other factors can balance out the impact. For 

instance, AI might make it cheaper to produce goods and services in a certain industry. This could lead 

to lower prices, which encourages people to buy more of these goods and services. As demand 

increases, companies may need more of both AI tools and human workers to meet that new demand.  

Overall, most forecasts expect AI to result in a net increase in the number of jobs but with there could be 

a sizeable number of workers that are displaced. For example, a report by the World Economic Forum 

forecasted, at a global level, a net growth of 2 million jobs due to AI and information processing 

technologies (including big data, virtual reality and augmented reality), with wider job growth due to AI 

forecast at 11 million jobs and displacement of 9 million jobs by 2030 (WEF 2025, p. 25). Generally, the 

World Economic Forum expects that clerical and administrative related roles will have the largest job 

losses proportionally, while occupations related to IT and digital services will have the greatest gains 

proportionally (WEF 2025, pp. 19–21). This is consistent with most other early studies, which have 

projected decreased demand for administrative roles or related skills over the next five years (McKinsey 

Global Institute 2024, pp. 13–14; OECD 2024a, pp. 35–36).  
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Box 1.4 – How might AI change the mix of roles people work in? 

To the extent significant job displacement does occur the Australian Government may need to consider 

support for retraining of workers, as has occurred in the past when there have been changes to the way 

jobs are undertaken. The social safety net of unemployment assistance would also be available.  

Jobs and Skills Australia is undertaking fulsome examination of the evidence on how AI could affect the 

structure of the Australian workforce. This includes looking at the exposure of jobs and different groups 

of workers to tasks being augmented or automated by AI, and the broader implications for the labour 

market and skills. The findings and advice are expected to be released in August 2025.  

Will AI be the great skill equaliser? 

Previous waves of automation have sometimes disproportionately affected workers in roles that required 

less formal training, resulting in reduced wages or job losses. For instance, the rise of information and 

communication technologies led to significant job losses in areas such as data entry, bookkeeping, and 

assembly line work (Autor et al. 2003, pp. 1284–1286). These transitions, while driven by technological 

progress, had real and lasting effects on individuals and communities. 

However, AI presents a different kind of opportunity. It has the potential to enhance productivity not only 

by automating routine tasks, but also by simplifying complex ones traditionally performed by 

highly-trained professionals. For example, Generative AI can instantly produce text, audio, and video 

from a simple written prompt – tasks that previously required specialized skills in media creation (Baily et 

al. 2023). This shift may help bridge the gap between workers with varying levels of formal training, 

offering broader access to tools and capabilities that were once limited to a select group. In doing so, AI 

could support broader access to the gains from technological progress and open new pathways for 

workers across the skill spectrum. 

That said, some economists have noted that even if AI has the effect of automating tasks predominately 

performed by workers with more formal training, this may still have the effect of worsening inequality 

through offsetting mechanisms. This could include through reducing the labour share of income or 

through a high degree of complementarity between jobs with high formal training requirements and AI 

(Acemoglu 2025; Cazzaniga et al. 2024). 

Could AI have other benefits at work? 

There is also some evidence that greater use of AI could enable marginalised groups to join the 

workforce. A study by the OECD identified 142 examples of AI powered solutions that could support 

people with disability in the labour market (2023, p. 8). Examples of tools include a text simplification 

program to help workers with learning disabilities, and a combined image recognition and text to speech 

application to help identify currency for low vision people (2023, p. 80). 

Mitigating the potential risks of AI  

AI, like all previous technological developments, has the potential for misuse, malfunction and unintended 

consequences leading to harm. Policymakers need to mitigate the risks without forgoing the benefits of AI.  

The International AI Safety report groups the potential harms of AI into three categories: 

• malicious use – such as fake content, manipulation of public opinion, criminal offenses and biological and 

chemical attacks 

• malfunction – such as reliability issues, bias and loss of control 
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• systemic risk – such as negative labour market effects, global inequity of R&D capability, market 

concentration or single points of failure, environmental risks, privacy risks and copyright risks 

(Bengio 2025, pp. 17–20). 

Participants told the PC they were concerned about the potential for AI to cause harm across a wide array of 

applications for which it could be used.  

• Mistakes and hallucinations – concerns AI could make mistakes in high-risk scenarios such as healthcare, 

financial services, law enforcement or employment (ADHR, qr. 16, p. 9; Salesforce, qr. 57, p. 5; Cancer 

Council Australia, qr. 64, pp. 7–8). 

• Bias and discrimination – AI’s outputs reflect its training data. Where training data is biased or marginal 

groups are not sufficiently represented AI may discriminate (Cancer Council Australia, qr. 11, p. 7; EY 

Australia, qr. 27, p. 8; MCRI, qr. 34, p. 6; BSA, qr. 73, p. 8). 

• Emissions – AI is computationally intensive and there are concerns this will contribute to higher emissions 

(APDG, qr. 6, p. 5; ATN Universities, qr. 13, p. 3; ASCA, qr. 14, p. 7). 

• Threats from harmful actors – concerns that the ability of AI to generate content quickly could increase the ease 

with which groups could commit harmful acts, such as terrorist attacks (Good Ancestors Policy, qr. 5, p. 4). 

• Lack of understanding of AI – concerns that the pace of AI development is outstripping regulators’ ability 

to mitigate associated risks (ADHA, qr. 16, p. 9).  

Some participants to the Senate’s (2024) Select Committee on Adopting Artificial Intelligence were also 

concerned about the use of AI by employers. These included concerns about a lack of consultation with 

workers and the use of AI to monitor employee performance (ACTU 2024; VTHC 2025, p. 5). The PC notes 

that where enterprise agreements have been made, s. 205 of the Fair Work Act 2009 (Cth) requires that 

consultation clauses about major workplace change that is likely to have a significant effect on the 

employees are included within the agreement, or otherwise a model consultation clause is deemed to be 

included. Similarly, modern awards – which set out minimum terms and conditions of employment – all have 

clauses requiring that employers consult with employees regarding major workplace changes that are likely 

to have significant effects on employees.  

Few of AI’s risks are wholly new issues 

The above examples outline a range of cases where applied AI can exacerbate existing risk of harm but does not 

create wholly new risks where none existed before. Indeed, issues like the environmental pressures posed by 

high energy demands when training and running AI models, or even the potential issue of copyright infringement, 

are not unique to AI and continue trends seen with previous phases of the information technology revolution.  

That said, AI can shift the economic incentives in ways that exacerbate existing problems. The malicious 

potential of AI stems from its ability to perform antisocial tasks better, much more cheaply and at a greater 

scale, than humans. This means, for example, that issues like deepfake imagery or manipulation of public 

opinion by malicious actors – which have existed for a long time – have become much more significant 

problems because of their lower cost and proliferation.  

The regulatory response should focus on mitigating the additional risk of these harms occurring, rather than 

treating them as wholly new problems.  
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Burdensome regulation risks forfeiting AI’s benefits 

While governments should aim to mitigate the risk of serious harm, burdensome regulatory requirements can stifle 

innovation. Indeed, while some stifling of innovation is the unavoidable cost of adequate consumer protection, it is 

important for government to ensure that any regulatory goal is pursued at the lowest cost possible. 

There are real world examples of regulations having an unintended chilling effect on innovation. The 

European Union’s (EU) General Data Protection Regulation (GDPR) aims to protect the data rights of 

individuals, but appears to have stifled innovation and investment (box 3.9).  

The mere threat of regulation can hinder innovation if firms believe it may be overly onerous or its direction is 

highly uncertain. This can lead to firms holding off on investments into emerging technologies out of fear that 

forthcoming regulations will make the use of these technologies financially unviable.  

The PC heard from inquiry participants that this could be the case for AI regulation in Australia. 

• The AIIA (qr. 49, p. 6) said that ongoing regulatory uncertainty in finalising legislative processes has been 

creating a ‘wait-and-see’ effect, with a ‘dampening effect on investment’. It supported the use of existing 

regulatory frameworks and said that any new laws should only focus on high-risk uses until there is more 

clarity in AI development. It added that if the government is inclined to enact new laws, ‘modern 

collaborative, agile and principles-based regulation’ should be developed in partnership with industry. 

• MYOB (qr. 31, pp. 5–6) raised concerns about developing and deploying AI in an environment where AI 

specific regulation remains unclear. It stated that it would ‘value clarity’ from the Australian Government 

regarding the mandatory guardrails legislation. Specifically, it is looking for clarity on the status of the 

process, what potential timelines may look like, where legal risk and responsibility are likely to sit in the 

supply chain, and further clarity on definitions of high-risk settings. 

• Montu (qr. 35, p. 3) stated that regulatory uncertainty around AI has created ‘hesitancy in adoption, as 

guidelines and liability frameworks remain unclear’. It added that their ‘primary concern is the risk of 

regulatory overreach, where AI use in healthcare is limited or restricted without meaningful consultation 

with the sector’. Montu suggested appropriate regulation, as an absence of clear regulation ‘creates risks 

of its own’, but that overly cautious regulation could slow innovation and reduce access to timely care. 

It is difficult to know to what degree these concerns have translated into lower investment flows as there is 

limited evidence on the relative intensity rates of adoption of, and investment in, AI in Australia compared 

with overseas peers (box 1.5). 
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Box 1.5 – Is Australia already lagging in AI take-up? 

The evidence on Australia’s AI take-up overall shows a mixed picture. While Australians are adopting AI 

tools, other metrics like AI job adverts imply a less encouraging picture of AI penetration.  

However, it is not yet possible to make a definitive comparison between Australia and the rest of the 

world in terms of AI adoption and investment. The few studies relevant to this issue either focus on the 

use of very specific tools (such as ChatGPT), look at broader use patterns but only examine a single 

country at a time (making cross-country comparisons difficult) or examine use metrics with only a weak 

relationship with actual AI investment and adoption (such as the sentiments of business leaders). 

• A World Bank study used country level ChatGPT web traffic data as one measure. It found Australia 

had the 15th highest level of monthly traffic in March 2024, and that Australia ranked in the top 10 

when this was adjusted on a per capita basis (Liu and Wang 2024, p. 24). 

• A Deloitte survey of 11,900 individuals, made up of approximately 9,000 employees and 2,900 

students in 13 countries in Asia and the pacific found that use of AI in Australia was lower than the 

average across Asia Pacific and Southeast Asia, and behind New Zealand (Deloitte 2024b).  

• A survey on worldwide AI use conducted by Ipsos for Google included just over 21,000 adults in 21 

countries. Questions included personal perceptions of AI knowledge, use, interests and concerns. 

When asked if they had used AI in the past year, 49 percent of Australians in the survey responded 

yes. This is slightly above the survey average of 48 percent, and ranks Australia ninth of the 21 

countries, noting that there was a great degree of variability between countries (Lohr 2025). 

• Using online job advertisements, PwC found that AI demand growth was 36 percent lower than the 

global benchmark, and the average AI wage premium was 8 percentage points lower than the global 

average (PwC 2024). It is not clear if this is due to slower adoption by global standards, or if adoption 

has already matured and growth is as a result slower. 

• Stanford University’s AI index used LinkedIn data to show that Australia’s relative AI skill penetration 

was slightly below the global average, and alongside the United States, Germany and Great Britain 

ranked among the least optimistic for AI sentiment (Stanford HAI 2025, pp. 235, 401). 

The PC’s blueprint for AI regulation 

Analysis of potential gaps in current regulation posed by AI must 

come first  

The range of commonly-cited AI risks spans several Australian Government portfolios including health, 

consumer protection, criminal law, national defence, financial regulation, media regulation and intellectual 

property. And given the seemingly limitless range of AI applications, all Australian Government agencies 

should be preparing to adapt to a world with AI. To this end, the Australian Government should undertake a 

comprehensive set of ‘gap analyses’ to understand the risks stemming from AI and whether these risks can 

be dealt with under existing regulatory frameworks.  

Such reviews should consider: 

• how AI is being used or is likely to be used in the near future, and whether these uses increase the risk of 

serious harm compared to what would occur in its absence 
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• which parties involved have the scope to influence risks and outcomes 

• whether the risk is adequately addressed by an existing regulation or whether extensions or modifications 

to this regulation, or improvements to its enforcement, are required (figure 1.1). 

These gap analyses could be conducted by the relevant regulator (in conjunction with policymakers) with 

existing expertise in the use-cases that are likely to lead to harm. For example, the Therapeutic Goods 

Administration (TGA) is conducting a review on, among other things, the continuing appropriateness of their 

existing regulatory approach and requirements for medical devices that incorporate AI.  

These gap analyses into the additional risk posed by AI should be completed with urgency, and until they 

are, consideration of new, economy wide, AI-specific regulations should be paused. This includes the 

Australian Government Department of Industry, Science and Resources’ (DISR) proposed Mandatory 

Guardrails for AI in High-Risk Settings (see below), which would require either modification of existing 

regulation or potentially new, economy wide legislation to operationalise (three options are proposed in the 

proposals paper (DISR 2024a, p. 46)). Creating overarching, economy-wide regulations before the gaps in 

the existing regulatory framework are identified creates the risk of duplication and unnecessarily high 

compliance burden with little benefit to end consumers.  

Figure 1.1 – A range of questions should be answered before regulation is considered 

 

When regulation is still needed:

When these are answered, it is time to consider the following questions:

Where could 
there be gaps?

Can existing 
regulation bridge 

the gap?

What new 
regulation might 

be needed?

The following questions should be considered:

• is existing regulation adequate?

• how will the nature of AI challenge or prevent effective enforcement?

• how might automation displace existing legislation focused on workers or 
operators?

• what new forms of harm may be introduced?

• how might AI highlight flaws in existing regulatory frameworks?

It is important that:

• net benefits of new regulation compared to real-world counterfactuals 
are considered

• new regulation should be technology neutral

• where regulatory approaches diverge globally, Australia should minimise 
additional requirements compared to those in major economies, and 
actively participate in international forums

• Could existing regulation be clarified or amended?

• How can existing frameworks, processes or intuitions be leveraged?

• Can regulators capabilities be strengthened?
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Agencies are already taking the lead in undertaking gap analyses … 

The PC notes that a number of Australian Government agencies have begun AI-focused regulatory gap 

analyses. Some of the publicly announced inquiries at the federal level include: 

• the Department of Health, Disability and Ageing (2024) – has reviewed the potential regulatory responses 

to the use of AI within the health space (noting both the risks and benefits of AI and the likely uses in the 

near future)  

• the TGA (2024) – has reviewed whether various regulations in its purview are still appropriate given the 

use of AI in numerous contexts, including in medical devices 

• the Treasury (2024) – is reviewing whether the Australian Consumer Law remains suitable to protect 

consumers who use AI and to support the safe and responsible use of AI by businesses 

• the Attorney General’s Department (2023a) – has an ongoing reference group to ensure copyright law 

keeps pace with the challenges posed from AI. 

The Department of Health, Disability and Ageing (2025b) has now completed its review. It noted that minor 

amendments may be needed to clarify legislation in its purview. Likewise, the TGA’s (2025) review was 

released just prior to the publication of this report. This review found that the frameworks for the regulation of 

medical devices were robust, but incremental changes may be needed to, among other things, ensure 

definitions used in the Therapeutic Goods Act 1989 (Cth) are applicable to products using AI. The PC 

commends the rigour of this review and suggests it be used as a template for future gap analyses.  

The two other reviews are either not yet complete or the results have not been made public. The PC is also 

aware that some agencies are conducting internal reviews, but the existence of these reviews has also not 

been made public yet.  

A number of agencies, such as the Reserve Bank of Australia and the Australian Prudential Regulation 

Authority, are also monitoring the likely implications of AI, but have not announced public reviews (McCarthy 

Hockey 2024; RBA 2024).  

  

 

Draft recommendation 1.1 

Productivity growth from AI will be built on existing legal foundations. Gap analyses of 

current rules need to be expanded and completed. 

Australian governments play a key role in promoting investment in digital technology, including AI, by 

providing a stable regulatory environment. Any regulatory responses to potential harms from using AI 

must be proportionate, risk-based, outcomes-based and technology-neutral where possible. 

The Australian Government should continue, complete, publish and act on ongoing reviews into the 

potential gaps in the regulatory framework posed by AI as soon as possible.  

Where relevant gap analyses have not begun, they should begin immediately.  

All reviews of the regulatory gaps posed by AI should consider: 

• the uses of AI 

• the additional risk of harm posed by AI (compared to the status quo) in a specific use-case  

• whether existing regulatory frameworks cover these risks potentially with improved guidance and 

enforcement; and if not how to modify existing regulatory frameworks to mitigate the additional risks.  
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Draft recommendation 1.2 

AI-specific regulation should be a last resort  

AI-specific regulations should only be considered as a last resort for the use cases of AI that meet two 

criteria. These are: 

• where existing regulatory frameworks cannot be sufficiently adapted to handle the issue 

• where technology-neutral regulations are not feasible.  

 

Economy-wide efforts to regulate AI should be paused until all gap 

analyses are complete and implemented 

In August 2024 Australian Government Department of Industry, Science and Resources released a set of 

10 voluntary AI safety standards, or guardrails, based on risk management standards such as ISO/IEC 

42001:2023 (Information technology – Artificial intelligence – Management system) and the National Institute of 

Standards and Technology’s Artificial Intelligence Risk Management Framework (AI RMF 1.0) (DISR 2024b, p. 5). 

The guardrails cover aspects of AI development and application. They require several risk-management 

processes. These include testing of models, developing a risk plan and providing transparency to users of AI 

tools and owners of copyrighted materials used in the training of models.  

The guardrails outline reasonable risk-management practices for many organisations. In this way they have 

served a very important and useful step in AI governance in Australia by equipping businesses with 

voluntary, structured and internationally recognised standards to support and guide their adoption of AI. 

The guidelines are very useful for smaller businesses without comprehensive risk-management procedures 

in place. Indeed, submissions from participants to this inquiry3 (and submissions to the mandatory guardrails 

– discussed below – consultation process4) showed that many larger organisations have implemented risk 

management protocols that are similar in spirit to these guardrails.  

Mandating the guardrails is not necessary 

In September 2024 (DISR 2024a) a proposals paper for a set of mandatory guardrails for AI in high-risk 

settings was released by the Australian Government. The proposal is to turn the voluntary guidelines into 

mandatory regulations for AI development and application.5 

The PC is concerned with two aspects of the guardrails being made mandatory. First, the proposals paper 

argued that the mandatory guardrails would apply to all high-risk uses of AI – regardless of whether risks can 

be better mitigated through outcomes-based regulations. Second, the proposals paper argued that General 

Purpose AIs – which would include many generative AI tools – above a certain threshold of capability be 

classified as high risk by default. The proposals paper did not argue for any particular measure or threshold 

 
3 Atlassian (qr. 50, p. 8); Intuit Australia (qr. 36, pp. 9-11); KPMG (qr. 60, p. 3); Microsoft (qr. 52, p. 5); Salesforce (qr. 57, p. 5); Workday 

Australia (qr. 56, p. 6) 

4 (Accenture 2024b, p. 3; Commonwealth Bank of Australia 2024b, p. 3; IBM Australia 2024, p. 1; Indeed 2024, pp. 2–3; LinkedIn 2024, 

pp. 4–5; Mastercard 2024, p. 1; RMIT University 2024, p. 1; SEEK Limited 2024, pp. 3–4; Telstra 2024a, pp. 4–5; The University of 

Melbourne 2024, p. 3) 

5 The mandatory guardrails do differ from the voluntary guardrails slightly in that while the tenth mandatory guardrail requires conformity 

assessments to demonstrate and certify compliance with guardrails, the tenth voluntary guardrail requires engagement and consultation 

with stakeholders (DISR 2024a, p. 35, 2024b, pp. iv, 13–14).  
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for technical capability, though it could include aspects like FLOPS6 (DISR 2024a, p. 18). It was argued that 

these models can perform so many functions that their risks cannot be adequately foreseen. This could 

result in the guardrails being applied to common generative AI tools such as ChatGPT, Claude and Grok, 

depending on what is chosen as the threshold and measure of technical capability. 

In general, high-risk uses of AI can be split into three broad types. 

1. High risk uses that can be adequately controlled by existing regulatory frameworks (potentially with some 

modification) – this could include issues with privacy law (which the PC thinks can be resolved within 

existing frameworks with modification to make the regulations more outcomes focused, chapter 2).  

2. High risk uses that can be adequately controlled with new technology-neutral regulations – this could 

include (non-consensual) sexually explicit deepfake images which the Australian Government has 

recently banned (through the Criminal Code Amendment (Deepfake Sexual Material) Act 2024).7  

3. High risk use cases that require technology-specific regulations – these would be use cases identified in 

the various gap analyses as having no technology-neutral solution. 

The PC’s concern with the guardrails is that they would not distinguish between these categories. This in our 

view raises significant issues, as the first two cases can already, by definition, be dealt with adequately by 

other regulatory mechanisms. It might also result in most commercial chatbots being classified as high risk 

regardless of the efficacy of existing regulations. The result of this approach is that many AI models would be 

complying with two different sets of regulation to achieve the same outcome.  

For example, the TGA’s review noted that with respect to medical devices, all ten proposed guardrails had 

close parallels in existing regulations (2025, pp. 27–30). That is, it is likely that firms providing AI-based 

medical devices in Australia would already be fulfilling the objectives of the guardrails if they are operating 

legally under the TGA’s existing regulations. But if the guardrails are mandated, then the provider of the 

medical device would need to demonstrate compliance with the TGA regulations and the guardrails, raising 

the regulatory burden with no change in outcomes.  

The mandating of the guardrails is only appropriate in circumstances where existing regulatory frameworks or 

new technology-neutral regulations are not able to adequately mitigate the risk of harm. Once the Australian 

Government has completed and acted on all gap analyses of its existing policy framework, it will know what 

regulatory holes cannot be plugged by existing frameworks or new technology neutral legislation. Consideration 

of economy wide efforts to mandate the guardrails should be paused until these gap analyses are complete. 

 

 

Draft recommendation 1.3 

Pause steps to implement mandatory guardrails for high-risk AI 

The Australian Government should only apply the proposed ‘mandatory guardrails for high-risk AI’ in 

circumstances that lead to harms that cannot be mitigated by existing regulatory frameworks and where 

new technology-neutral regulation is not possible. Until the reviews of the gaps posed by AI to existing 

regulatory structures are completed, steps to mandate the guardrails should be paused.  

 

 
6 FLOPS here refers to a measure of the number of calculations a system can perform in a second. A higher FLOPS AI system is 

therefore capable of completing more complex tasks (Pressley 2023). 

7 The Criminal Code Amendment (Deepfake Sexual Material) Bill 2024 actually bans the sharing of any sexual image or video (real or 

fake) without consent (s. 474.17A of the Criminal Code Act 1995).  



Harnessing data and digital technology Inquiry interim report 

22 

Are there risks of waiting for gap analyses before taking regulatory 

action? 

New, untested, guardrails are more likely to raise uncertainty than lower it 

The proposals paper for mandatory guardrails for AI argued that ‘regulatory clarity and certainty for those 

developing and deploying AI is essential’ and said that the proposed mandatory guardrails aim to ‘provide 

businesses with greater regulatory certainty’ (DISR 2024a, p. 2). Certainty is important for business but new 

regulations, such as the guardrails, that may need to be tested before the courts and overlap with other 

existing regulations may raise, not lower, regulatory uncertainty. They will also raise regulatory costs. 

For example, Westpac stated that the ‘financial services industry is already subject to extensive regulatory 

requirements, many of which will apply where AI is used’ (2024, p. 3) and that a ‘regulatory regime that is 

overly burdensome will have negative impacts on innovation and the productivity benefits that this 

technology brings, while also hindering Australia’s ability to compete internationally’ (2024, p. 4).  

A sound way for the Australian Government to mitigate regulatory uncertainty would be to express a strong 

preference for regulatory changes to be technology-neutral, risk-based and within existing frameworks, while 

stating that technology-specific regulation will only be used as a last resort. This would help limit the negative 

effect on innovation as stakeholders can (with high likelihood) rule out the possibility of costly economy-wide 

AI regulation taking effect. And by making it clear that the Australian Government retains the option of 

technology-specific regulation as a last resort, they would not lock out any regulatory options in the future.  

The current guardrails process is intended to be risk-based but the proposal paper did not express a clear 

preference for being technology-neutral or being based within existing regulatory frameworks. A further 

discussion paper that expresses such a strong preference may help mitigate any deterrence on investment.  

Australia’s regulatory response to AI should be consistent with overseas peers 

International regulatory approaches to AI are likely to greatly influence the regulatory landscape in Australia 

and there are sound reasons for us to be a ‘regulation taker’ in this area (PC 2024e, p. 9). A large amount of 

AI technology used in Australia is imported from overseas, and most domestic producers have a strong 

interest in making their products available to overseas markets.  

At present, there appears to be no international consensus on how to approach AI regulation, and 

technology-specific regulation is still rare (table 1.1). The main jurisdiction that has enacted AI-specific regulation 

is the EU with its AI Act. But since the passage of this legislation there have been few signs that the rest of the 

world will follow suit. Japan has also introduced AI-specific regulation, but it appears to impose minimal 

responsibilities, and it does not include any enforcement measures. Canada too introduced a Bill into the 

Canadian Parliament that would have introduced AI-specific regulation. The Bill stalled in parliament ahead of 

Canada’s federal election in early 2025 and as at July 2025 there is no new information on whether the process 

will restart or if a new Act will be considered (Fraser and Anderson Dykema 2025). Indeed, most other countries 

have not opted to regulate AI directly but instead have chosen to rely on existing regulatory frameworks.  

That said, Australia should continue to be an active participant in international forums that aim to create 

consistent AI standards and approaches. As a ‘regulatory taker’, Australia needs to make sure its interests 

are strongly represented in these forums and that any outputs and agreements are consistent with 

Australia’s interests and support our productivity growth. 
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Table 1.1 – AI specific regulation is relatively rare globally 

Notable examples of regulation that have been enacted or raised in parliament 

Regulation Details Status 

European Union: 

AI Act 

The AI Act is part of a wider set of policy 

measures to guarantee safety and strengthen 

AI uptake (European Parliament 2023c). The 

Act is risk-based and defines 4 levels of risk: 

unacceptable risk, high risk, limited risk and 

minimal risk. New bodies are required to 

enforce the Act and there are a set of 

obligations (with some activities banned 

outright) that sit under each risk level 

(European Parliament 2023a).  

The AI Act entered into force in August 2024, and 

all elements of the legislation will come into force 

in August 2026. The prohibitions that apply from 

February 2025 and the rules for high risk 

systems have an extended transition period until 

August 2026 (European Parliament 2023a). 

There has been media coverage suggesting that 

some elements of the Act (that are yet to kick in) 

may be paused (Leprince-Ringuet and 

Partington 2025). Some technical standards have 

yet to be developed, and exemptions for SMEs 

and some low complexity AI systems are being 

considered (DLA Piper 2025). The possible 

pause follows industry pressure on the EU over 

its regulatory approach. 

United States:  

State-based 

legislation 

There is no US-wide AI regulation.a However, 

some states have introduced their own 

AI-related legislation or resolutions (Taylor et 

al. 2025). Given that many of the companies 

developing AI are based there, California’s 

regulatory approach may be the most 

impactful. 

The Californian regulation applies only to AI 

developers, and developers must comply with it 

by January 2026. Many of the requirements are 

related to disclosure, for example providing 

information on datasets used in AI processes 

(Kourinian 2024).  

Canada:  

Artificial Intelligence 

and Data Act  

The Act planned for a staged implementation. 

Initially, the aim was to be on education and 

establishing guidelines, allowing the 

ecosystem to adjust to the new framework 

before enforcement actions are undertaken 

(Government of Canada 2025).  

Much like the EU Act, it had a planned focus 

on high-impact systems, with obligations on 

seven classes of AI uses.  

The Act stalled in parliament before the country’s 

federal election in early 2025. (Fraser and 

Anderson Dykema 2025). As at July 2025 there 

is no new information on whether the process will 

restart or if a new Act will be considered 

(Duball 2025).  

Japan:  

Act on Promotion  

of Research and 

Development and 

Utilization of 

Artificial 

Intelligence-Related 

Technologies 

An Act will establish core principles for the 

development and use of AI and an AI 

Strategy Centre. Many of the provisions in the 

Bill are related to goals rather than legislative 

requirements. It gives the AI Strategy Centre 

the ability to request cooperation from entities 

as necessary, but there are no penalties for 

failing to comply (White & Case 2025).  

On 28 May 2025, the Bill was approved by 

Japan’s Parliament. The government is 

considering creating an ability to publicly name 

companies that do not co-operate, but this was 

not included in this Bill (White & Case 2025). 

a. The PC notes that the US Government has released an AI Action Plan and the US President has signed three 

accompanying executive orders to implement this plan. This plan includes, inter alia, efforts to remove regulatory barriers 

to AI uptake and development at the Federal level (The White House 2025d, 2025a, 2025c, 2025b). 
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Case study: copyright law in the age of AI 

Copyright violation is an example of a harm that AI could exacerbate by changing economic incentives. 

Previous waves of innovation in information and communication technology have made the sharing of 

copyrighted materials much cheaper and easier, creating challenges for copyright. In most instances, copyright 

law was able to be adapted (or better enforced) to mitigate the harm. This made it unnecessary to directly 

regulate technology by, for example, regulating computer software or hardware to prevent copyright breach.  

It is the PC’s view that the copyright issues posed by AI can also similarly be resolved through adapting 

existing copyright law frameworks rather than introducing AI-specific regulation.  

What is copyright? 

Copyright law prohibits a person from using original works without the permission of the copyright holder – 

usually the author (AGD 2022a). The types of works that are protected include text, artistic works, music, 

computer code, sound recordings and films (ACC 2024a). It does not protect the underlying ideas or 

information (AGD 2022a). In some cases, data and datasets may be protected, ‘largely depend[ing] on how 

the data has been arranged, structured or presented’ (Allens 2020, p. 3). 

The rise of AI technology has led to new challenges for copyright law. 

The emergence of AI also raises some additional, principle-based questions about how the 

copyright framework (as part of Australia’s broader intellectual property regime) works to benefit 

society by encouraging creation and innovation, rewarding intellectual effort and achievement, 

and supporting the dissemination of knowledge and ideas. (AGD 2023c, p. 12) 

In 2023, the Attorney-General established the Copyright and Artificial Intelligence Reference Group, which 

acts as ‘a standing mechanism to engage with stakeholders across a wide range of sectors on issues at the 

intersection of AI and copyright’ (AGD 2023a). Since then, the group has met on several occasions to 

discuss issues relating to AI technology and copyright law (AGD 2023a).  

This section explores one issue particularly relevant to productivity: whether current Australian copyright law 

is a barrier to building and training AI models. There are other legal issues relating to the outputs of AI 

models that are less relevant to productivity – such as whether those outputs attract copyright protection and 

what happens when AI outputs infringe a third party’s copyright (Evans et al. 2024).  

Training AI models 

Building and refining AI models requires the use of large amounts of data. 

The term ‘AI model training’ refers to this process: feeding the algorithm data, examining the 

results, and tweaking the model output to increase accuracy and efficacy. To do this, algorithms 

need massive amounts of data that capture the full range of incoming data. (Chen 2023) 

The datasets used to train AI models often contain digital copies of media such as web pages, books, 

videos, images and music. These media are often the subject of copyright protection, which means that their 

use to train AI models requires permission from the copyright holder. Permission is required because AI 

models must ‘copy’ the protected material at least temporarily to undertake the training process. The use of 

copyrighted materials to train an AI model is a separate issue to the copyright status of anything the model 

produces. As discussed above, AI outputs may have their own copyright challenges.  
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A survey of the Copyright and Artificial Intelligence Reference Group indicated that, in practice, a range of 

copyrighted materials are used to train AI models – including literary and artistic works, sound recordings, 

films and musical works (AGD 2024, p. 12).  

There is evidence to suggest that large AI models are already being trained on copyrighted materials without 

consent or compensation (APA and ASA, qr. 39, pp. 3–4; APDG, qr. 6, p. 4; APRA AMCOS, qr. 58, p. 4; 

ARIA and PPCA, qr. 65, p. 5, Creative Australia, qr. 62, p. 3). It should be noted that Australian copyright law 

only applies to copying that occurs within Australia’s boundaries – in other words, the training of AI models 

overseas is subject to the relevant laws of the jurisdiction in which it occurs. Lawsuits have been brought 

against technology companies – including Meta, Microsoft and OpenAI – in some overseas jurisdictions 

about the unlicensed use of copyrighted works to train AI models (Ryan 2023).  

There are concerns that the Australian copyright regime is not keeping pace with the rise of AI technology – 

whether because it does not adequately facilitate the use of copyrighted works or because AI developers can 

too easily sidestep existing licensing and enforcement mechanisms. There are several policy options, including:  

• no policy change – that is, copyright owners would continue to enforce their rights under the existing 

copyright framework, including through the court system  

• policy measures to better facilitate the licensing of copyrighted materials, such as through collecting societies 

• amending the Copyright Act to include a fair dealing exception that would cover text and data mining.  

The PC is seeking feedback on what reforms are needed to bring the copyright regime up to date.  

Is there a need to bolster the licensing or enforcement regime? 

Several participants expressed concern about the unauthorised use of copyrighted materials to train AI 

models. For example, Creative Australia said: 

Much of the data has been used reportedly without consent from the original creator, and without 

acknowledgement or remuneration. The global nature of the technology industry has made it 

difficult for the owners of creative work to enforce their intellectual property rights and be 

remunerated for the use of their work. (qr. 62, p. 3) 

There are two points at which concerns of this type could be addressed. First, they could be addressed 

before the fact, through copyright licensing. Licensing is the key mechanism through which a copyright 

holder grants permission for others to use their work and often involves some form of payment. In Australia, 

licensing is often done through collecting societies, which are organisations that represent copyright holders. 

This can streamline the licensing process, because the collecting society can negotiate licences on behalf of 

multiple copyright holders at once. As the Copyright Agency said:  

We can help these sectors use third party content for AI-related activities. Our annual licence for 

businesses now allows staff to use news media content in prompts for AI tools (e.g. for 

summarisation or analysis). We are extending this to other third party content later in the year. We 

are also in discussions with our members and licensees about other collective licensing solutions, 

including the use of datasets for AI-related activities. (qr. 7, pp. 2–3) 

The issue of unauthorised use of copyrighted materials could also be addressed after the fact, through 

enforcement. This encompasses a range of possible measures, including take-down notices, alternative 

dispute resolution and court action. In 2022-23, the Attorney-General’s Department undertook a Copyright 

Enforcement Review to assess ‘whether existing copyright enforcement mechanisms remain effective and 
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proportionate’ (AGD 2022b). That review found that additional regulatory measures are needed to achieve 

an effective copyright enforcement regime, and work is currently underway to identify options for:  

• reducing barriers for Australians to use of the legal system to enforce copyright, including 

examining simple options to resolve ‘small value’ copyright infringements 

• improving understanding and awareness about copyright. (AGD 2023b)  

In light of this ongoing work, the issue of copyright enforcement is not in scope for this inquiry.  

Is there a case for a text and data mining exception? 

Another option is to expand the existing ‘fair dealing’ regime, which provides certain exceptions to the 

requirement to obtain permission from the copyright holder (box 1.6). Currently, there is no exception that 

covers AI model training per se (The University of Notre Dame Australia 2024). However, depending on the 

case, a different exception could apply. For example, AI models built as part of research could fall within the 

scope of the ‘research or study’ exception.  

 

Box 1.6 – What are fair dealing exceptions? 

Fair dealing exceptions allow for the use of copyright material without permission from the copyright 

owner, so long as it is used for one of several specified purposes and is considered fair.  

What are the specified purposes? 

The Copyright Act specifies several purposes where the exception may apply. These include: research 

or study, criticism or review, parody or satire, reporting news, and enabling a person with a disability to 

access the material (Copyright Act 1968 (Cth), Part III, Div 3; Part VIA, Div 2). 

What counts as ‘fair’? 

Fairness is determined with regard to all the relevant circumstances – that is, it depends on the facts. 

Some purposes have specified criteria that must be taken into account. For example, where the use is 

for research or study, the following considerations apply: 

• the purpose and character of the dealing 

• the nature of the work  

• whether the work can be obtained within a reasonable time at an ordinary commercial price 

• the effect of the dealing upon the potential market for, or value of, the work  

• how amount and substantiality of the work that was copied (Copyright Act 1968 (Cth), s 40(2)). 

The ‘fair use’ doctrine – an alternative approach 

Some overseas jurisdictions (notably the United States) take a ‘fair use’ approach to copyright 

exceptions. Under this doctrine, any types of use can be considered non-infringing, provided that it is 

considered ‘fair’ – in other words, the use need not fall within one of several defined categories. Several 

reviews have recommended the adoption of the fair use doctrine in Australia (including by the Australian 

Law Reform Commission and the Productivity Commission), but this has not occurred.  

Source: ACC (2024b); ALRC (2013); Copyright Act 1968 (Cth); PC (2021, p. 187).  
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In its report on Copyright and the Digital Economy, the Australian Law Reform Commission recommended 

amendments to enable text and data mining by adopting a fair use approach to copyright exceptions 

(box 1.6) – or, failing that, through a new fair dealing exception. It explained:  

There has been growing recognition that data and text mining should not be infringement because it 

is a ‘non-expressive’ use. Non-expressive use leans on the fundamental principle that copyright law 

protects the expression of ideas and information and not the information or data itself (2013, p. 261) 

The Australian Government has since indicated that it is not inclined to introduce a fair use regime 

(Australian Government 2017, p. 7). Therefore, the PC is considering whether there is a case for a new fair 

dealing exception that explicitly covers text and data mining (a ‘TDM exception’). TDM exceptions exist in 

several comparable overseas jurisdictions (box 1.7).  

Such an exception would cover not just AI model training, but all forms of analytical techniques that use 

machine-read material to identify patterns, trends and other useful information. For example, the use of text 

and data mining techniques is common in research sectors to produce large datasets that can be 

interrogated through statistical analysis.  

 

Box 1.7 – Text and data mining around the world 

European Union: There are two text and data mining (TDM) exceptions embedded in the Digital Single 

Market Directive (EU 2019/790) – one for scientific research (article 3) and another for general use 

(article 4). The Artificial Intelligence Act (Regulation (EU) 2024/1689) specifically characterises the 

training of AI models as involving ‘text and data mining techniques’ (recital 105) and refers to the TDM 

exception (article 53). The recent case of Kneschke v. LAION [2024] endorsed the view that the TDM 

exception extends to cover AI training (Goldstein et al. 2024a, 2024b). 

United States: It has been argued that training AI models falls within the scope of the fair use doctrine 

(Khan 2024; Klosek and Blumenthal 2024). However, the case Thomson Reuters v. Ross [2023] 694 

F.Supp.3d 467 highlights that whether AI training is covered by the doctrine depends on whether the fair 

use factors are met in the circumstances (ReedSmith 2025).  

United Kingdom: There is a TDM exception for that applies to non-commercial research (UK Intellectual 

Property Office 2014). There have been proposals to expand the exception to cover all uses, though 

these are still under consideration (Pinsent Masons 2023; UK Government 2024). 

Japan: The Japanese Copyright Act includes broad statutory exemptions for TDM (article 30-4(ii)), 

provided the work is used for ‘non-enjoyment’ purposes (Senftleben 2022, p. 1494). In essence, the 

requirement for ‘non-enjoyment’ distinguishes between whether the work is being consumed as a work or 

as data, and is broadly equivalent to the distinction between expressive and non-expressive uses.  

Singapore: The Singaporean Copyright Act includes a specific TDM exception, as well as a broader fair 

use exception (Ng-Loy 2024).  
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To assist its consideration of this option, the PC is seeking feedback about the likely effects of a TDM 

exception on the AI market, the creative sector and productivity in general – particularly in light of the 

following considerations.  

• At present, large AI models (including generative AI and large language models) are generally available to 

be used in Australia. The introduction (or not) of a TDM exception is unlikely to affect whether AI models 

continue to be available and used in Australia (PC 2024c, p. 13).  

• At present, large AI models are trained overseas, not in Australia. It is unclear whether the introduction of 

a TDM exception would change this trend.  

• As discussed above, large AI models are already being trained on unlicensed copyrighted materials. 

• A TDM exception could make a difference to whether smaller, low compute models (such as task-specific 

models) can be built and trained in Australia, such as by Australian research institutions, medical 

technology firms, and research service providers.  

It should also be noted that a TDM exception would not be a ‘blank cheque’ for all copyrighted materials to 

be used as inputs into all AI models. As discussed in box 1.4, the use must also be considered ‘fair’ in the 

circumstances – this requirement would act as a check on copyrighted works being used unfairly, preserving 

the integrity of the copyright holder’s legal and commercial interests in the work. There may be a need for 

legislative criteria or regulatory guidance about what types of uses are likely to be considered fair. 

 

 
Information request 1.1 

The PC is seeking feedback on the issue of copyrighted materials being used to train AI models.  

• Are reforms to the copyright regime (including licensing arrangements) required? If so, what are they 

and why? 

The PC is also seeking feedback on the proposal to amend the Copyright Act 1968 (Cth) to include a fair 

dealing exception for text and data mining. 

• How would an exception covering text and data mining affect the development and use of AI in 

Australia? What are the costs, benefits and risks of a text and data mining exception likely to be? 

• How should the exception be implemented in the Copyright Act – for example, should it be through a 

broad text and data mining exception or one that covers non-commercial uses only? 

• Is there a need for legislative criteria or regulatory guidance to help provide clarity about what types of 

uses are fair? 
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2. New pathways to expand data 

access 

Summary 

 
When individuals and businesses can access and share data that relates to them, they can get more 

value from the products and services they use and more easily try new ones. They can also access 

useful insights and advice to make better decisions. These benefits can boost innovation and 

competition, potentially adding up to $10 billion a year to the economy through productivity growth.  

 
The benefits of data sharing remain somewhat untapped in Australia, as data access for consumers 

remains patchy and inconsistent across the economy. 

• Individuals and businesses often resort to unofficial data access tools (such as screen scraping) which can 

be unreliable and insecure. Use of these tools can result in legal sanctions, and increased cybersecurity, 

privacy, and consumer protection risks. 

 The Australian Government has implemented some significant, but disjointed policies to improve data 

access, including the Consumer Data Right (CDR), My Health Record and more recently, the Motor 

Vehicle Service and Repair Information Sharing Scheme. 

• The CDR has made strong progress in banking and energy after a slow and bumpy start. But its 

accreditation model, bespoke privacy safeguards, and technical requirements are too onerous for most 

sectors – despite its design as an economy-wide framework. 

 
The Australian Government should establish lower-cost and more flexible regulatory pathways to 

expand data access for individuals and businesses.  

• The pathways could create a simple, tiered approach to data access where the obligations on data holders 

and the level of government involvement can match the needs and digital maturity of different sectors.  

• This could include an industry-led data pathway for basic ‘snapshot’ access to relatively non-sensitive data 

and a standardised data transfer pathway that includes core technical requirements that can support 

high- frequency data transfers and interoperability. 

• The pathways would ‘meet sectors where they are’ and be gradually implemented over the next decade to 

give individuals and businesses more consistent and useable access to data across the economy. 

 
Pathways for data access should begin with data where the sharing is of high benefit but relatively low 

cost; and there is clear value to consumers. 

• The Australian Government should assign an appropriate body to assess the digital and data ‘readiness’ of 

individual sectors focusing, in the first instance, on identifying opportunities to enhance data access where 

there are large potential benefits and/or low marginal compliance costs. 

• Potential early use cases include in the area of telematics applied to agricultural equipment, supermarket 

loyalty data and access to information for renters. 
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Data about you should be available for you to use  

Every day, data about you is created and put to valuable uses across the economy. The volume of data 

produced has increased exponentially within the last few decades and new technologies – such as artificial 

intelligence (AI) – unlock new uses for this data. The retail share of e-commerce has grown from less than 

3% to more than 11% since 2013 (ABS 2024d), and growth will likely continue (PC 2024c). This data is 

monetised, traded and shared with other parties (Fernandez et al. 2020, p. 11). But often you, the data 

subject, cannot easily access data about yourself. So, while individuals and businesses do have better 

access to some of the data that is collected and held about them than they did a decade ago, much of it 

remains invisible to them or unusable (Deloitte 2024a, p. 15). 

Better data access will benefit people and businesses and promote competition and innovation across the 

economy (Jones 2024b). Easier access to the data that relates to you – and the ability to share it with trusted 

third parties – could lead to more personalised, innovative services that boost productivity and can help you 

make better decisions. For instance, health data can empower consumers to take an active role in managing 

their care (ADHA, qr. 16, p. 4), and consumption data can help individuals to understand and optimise their 

spending on and use of products and services (EnergyFlex 2025; WeMoney 2025). Autonomous AI agents 

can handle tasks for consumers, but getting value from these technologies often relies on data access 

(DTI 2024b, pp. 83–88).  

For businesses, data access unlocks an analogous set of benefits. Firms can use data to identify business 

process improvements, facilitate automation and provide innovative new services for consumers (O’Mahoney 

et al. 2022, p. 9). Effective use of data is correlated with higher revenue growth (O’Mahoney et al. 2022, 

p. 2). Open banking initiatives internationally have been linked to greater fintech entry (Babina et al. 2025, 

p. 1) and can increase investment by making it easier for lenders to review loan candidates and by 

expanding credit access for borrowers (CFIT 2024, p. 8). 

Australia needs to improve the state of data access to unlock this untapped value. While initiatives around 

banking, health and energy data are delivering some value in Australia, these initiatives are far from mature 

(Jones 2024b; PC 2024a, p. 15). In the future, productivity gains from greater data sharing could be on the 

order of $1 billion to $10 billion (appendix B). 

What is the current state of data access?  

The types of data that is captured about individuals and businesses through the products and services they 

use varies extensively across the economy (box 2.1). And there is little to no consistency across, or even 

within, different sectors, about which parts of these data holdings individuals and business can access.  

As digital customer accounts and portals have become common, and often obligatory, consumers more 

often have some form of direct access to the basic information they have given to a product or service 

provider. Businesses and organisations that are subject to the Privacy Act must provide individuals with 

access to their personal information upon request (chapter 3) (OAIC 2023b). Individuals and businesses can 

often access some amount of the transaction or activity history data from the products and services they use. 

For example, Qantas’ Frequent Flyer program allows members to download activity statements and 

Woolworths Rewards and Flybuys allow members to download ‘eReceipts’ in Portable Document Format 

(PDF) form (Coles 2025; Everyday Rewards 2025; Qantas Money 2025).  
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Box 2.1 – What do we mean by data access? 

The way data originates affects who knows about it, who can control it, and how it can be used. Data 

may be provided directly by individuals and businesses (volunteered), captured or recorded from their 

activities (observed), obtained from third parties (acquired) or produced by transforming (e.g. date of birth 

to age) existing data (derived) or applying analytics to predict or estimate (e.g. credit scores) other data 

points (inferred) (OECD 2019, p. 29).  

This reform focuses on data that can be identified with an individual person or business (consumers). 

This includes data that is about or describes an individual or business (e.g. age, address, revenue) or 

relates to the products and services they use (e.g. loyalty points, viewing history, device runtime).  

In this chapter data access refers to the ability of consumers to view, share, bundle, modify and 

otherwise use data that is held by the providers (data holders) of the goods and service they use. Data 

holders include both private and public sector entities that control data relating to consumers, regardless 

of whether they ’collected, stored, processed or disseminated‘ the data themselves (OECD 2019, p. 35).  

 

However, in other sectors consumers lack basic access to data about themselves from the products and 

services they use. It can be particularly difficult for individuals to access data from government funded 

services (including in the health and care sectors). 

• Optometrist customers can struggle to share their previous eye exam results and detailed prescription 

information. Incompatible diagnostic equipment and systems and non-standard file formats affect how 

seamlessly records can be used by, and transferred to another optometrist (Optometry Australia 2024).  

• While nearly all pharmacies use the My Health Record (MHR) system, non-prescription medicines are not 

automatically uploaded (PC 2024a). The Pharmacist Shared Medicines List is intended to give health 

professionals a complete snapshot of all medicines a consumer is taking to help safely manage complex 

conditions (Digital Health 2019). But it is only currently supported by a small number of software venders 

and industry sources report that awareness and uptake remains low (Elliott et al. 2024). 

Not all data access is equal 

Three key factors influence how usable and useful data is for individuals and businesses: what forms of 

access are permitted, how data can be accessed, and the format of the data (figure 2.1). 

Figure 2.1 – Types of data access 

 

Less uses More uses

How data can be accessed

How data is formatted

Forms of access permitted
• Direct transfers to third-parties

• Write access

• Read-only access

• Continuous transfers

• On-demand or real-time access

• Ad hoc/one-off exports

• Machine-readable

• Common data standards

• Unstructured file (e.g.
PDF)
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Data that is provided in an unstructured form (e.g. PDF) or on a read-only basis (e.g. an in-app dashboard) is 

typically harder to make use of – it will often need to be copied out, transformed and then manually uploaded 

elsewhere (FormX 2025). In contrast, allowing people to share data about themselves with third parties of 

their choosing in a standardised format can support high-value use cases (OECD 2024b, p. 6). These third 

parties may be providers of competing or related products and services, intermediaries that collate and 

manage data across disparate sources or third-party providers that use the data to provide personalised 

advice and insights (CCAF 2024, p. 17; CDEI 2022, pp. 8–9). 

The experience of Australia’s Consumer Data Right (CDR) – a government administered sharing scheme – 

is illustrative of how difficult it can be to build and administer a comprehensive data sharing regime that 

meets the many demands of different users efficiently and cost effectively (box 2.2). The scheme currently 

operates in the banking and energy sectors and allows customers to send fine-grained transaction data 

directly to Accredited Data Recipients via secure, standardised Application Programming Interfaces (APIs). 

This functionality is used by a suite of apps that assist consumers with personalised budgeting (e.g. Frollo), 

accessing financial services (e.g. WeMoney) and improving their household energy efficiency (e.g. 

EnergyFlex) (Open Finance ANZ 2025, p. 18). But the CDR’s bespoke privacy rules mean any data 

obtained, or even derived, from the scheme remains tightly restricted, limiting onward sharing 

(Treasury 2023b, p. 3). For instance, Xero – a widely used cloud-based accounting platform – has not yet 

sought accreditation as a data recipient because the CDR’s rules would prevent its customers from sharing 

data and insights accessed through the scheme to advisors of their choosing (Xero 2022, p. 5, 2024, p. 2)8. 

 

Box 2.2 – CDR is making headway after a slow and bumpy start 

The Consumer Data Right (CDR) was established under Part IVD of the Competition and Consumer 

Act and introduced in 2019, allowing consumers to consent to the transfer of their data to accredited 

third parties within designated sectors. It aimed to enhance competition and innovation by facilitating 

greater access to consumer data (Jones 2024b). This would help consumers access better products, 

lower prices, and third-party apps.  

The scheme has proved costly and complex to implement. A significant driver of costs has been its 

binding data standards that have continuously been revised (Treasury 2023b, p. 3). Since the rollout in 

mid-2020, there have been over 20 versions of the binding CDR data standards.  As of 2024, the banking 

industry reports that it has spent $1.5 billion on CDR, with implementation costs for data holders ranging 

from under $1 million to well over $100 million each (Accenture 2024a; Treasury 2023b, pp. 2–3). 

Despite this, the CDR is making headway, with its expansion into energy having progressed more 

smoothly. Recent rule changes have streamlined the operational processes for CDR participants, while 

easing the compliance burden. In the six months to June 2024, it was reported that around 226,000 

consumers across the Australian economy used the CDR. By mid-October, more than 300,000 ongoing 

data sharing arrangements were in place (ACCC 2024c). Use cases have grown to 197, and while 

lending, credit and broking use cases lead the way, a more diverse range of use cases have entered the 

ecosystem (Open Finance ANZ 2025, pp. 5, 17). 

 
8 Xero has bilateral agreements with banks that enables customers to connect their bank and pull transaction data into 

their Xero account via a secure, encrypted connection (Xero 2025).  
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Nonetheless, data access in adjacent sectors can be far more limited. For example, superannuation funds 

typically limit members to downloading non-machine-readable PDF statements (or, at best, export limited 

comma separated values (CSV) files for advisers) (ART 2025; Expand 2025). Private health insurers often 

only show benefit usage in portals without any option to export the underlying data. 

In general, digital platforms and technology firms tend to be better at providing users with access to more of 

the data they hold about them in a usable form. For instance, Facebook’s ‘Download Your Information’ tool 

lets users export posts, photos, messages and ad clicks (Facebook 2025). Some enable users to directly 

transfer their device data to another service, for example – Fitbit, Apple Watch and Garmin allow users to 

sync their activity data (daily steps, heart rate, etc) to third-party platforms such as Strava (Allison 2025; 

Scott 2024). But these same businesses usually withhold user data that they can use to generate revenue or 

differentiate themselves from competitors (Deloitte 2023, p. 16; OECD 2021c). This includes granular event 

level data (such as click-streams) and value-added ‘inferred’ data (such as ad and taste-profile scores). For 

example, Fitbit, Apple and Garmin do not permit users to export the raw accelerometer data from their 

devices or reveal the parameters behind their proprietary ‘fitness scores’ (White et al. 2024, p. 2). 

Hidden in plain sight: the material costs of data access constraints 

When providers make it difficult to access data, individuals, businesses and data intermediaries often ‘find a 

way’ via unofficial tools and methods (CCAF 2024, p. 20; OECD 2021b, p. 13). There is a diverse ecosystem 

of third-party devices and software solutions that help consumers independently capture or tap into data from 

the products and services they use (table 2.1). Many require consumers to pay for add-on hardware or 

on-going subscription fees to use them, underscoring the demand for data access. 

Table 2.1 – Alternative data access tools and methods 

 Access method Examples Drawbacks 

Reverse 

engineered 

APIs 

Replicates the functionality of a 

data holder’s APIs which have 
not been published for external 

use. These ‘backdoor’ solutions 
are often made by hobbyists 
and user advocates. 

MyShopDash is a small Australian 

browser-extension that allows user to 
export item-level data from their 

e-receipts in supermarket portals (e.g. 
Woolworths, Coles) into 

machine-readable files and 
visualisations. 

Can be unreliable if they 

fail to perfectly replicate the 
original system’s data 

handling mechanisms 
(such as when a vendor 
updates their firmware) 

Screen 

scraping 

Extracts data from the visual 

interface of a website or app. It 
involves programmatically 

simulating user interactions and 
then extracting the content. 

Used by fintech and personal finance 

management tools to import account 
data not available through the CDR (e.g. 
superannuation and share portfolios)  

Requires users to share 

their login-credentials. 
Changes to an interfaces’ 

design can break the 
scraping process, resulting 
in extraction failures.  

Scrobbler 

services 

Automatically logs user activity 

or content consumption (e.g. 

media played) in real time, often 
via APIs or apps that track 

usage and transmit to a logging 
service. 

Trakt.TV and Last.fm track the content 

that users view or listen to across 

streaming services (e.g. Spotify, iTunes, 
Netflix) to compile searchable logs and 

generate recommendations and 
personalised profiles that can be ported 
across platforms. 

Requires extensive 

browser read permissions 

to function and can miss 
activity not captured by the 
device or app. 

Add-on 

monitors and 

‘data loggers’ 

Hardware devices that plug into 

systems (e.g. vehicles, 

electricity meters) to read 
diagnostic or operational data 

from onboard sensors or digital 
interfaces. 

Catch Control is an Australian energy 

use monitor that ‘clamps’ onto home 

switchboards to capture solar production, 
grid import/export and load data which 

can be streamed into an analytics app 
and used to optimise systems. 

Requires purchasing and 

installing the monitor. 

Some products will not 
have accessible ports that 

a monitor can be plugged 
into. 

Source: Catch Power (2025); CCAF (2024, p. 20); Last.fm (2025); Leung (2022); MyShopDash (2025); Trakt.TV (2025); 

Treasury (2023c, pp. 5–6). 
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The use of alternative data access tools can sometimes fall into legal grey zones. Section 47D of the 

Copyright Act 1968 (Cth) allows developers to reproduce some parts of a computer program to create new 

software that can integrate with it. However, if a tool reproduces software beyond what is allowed, bypasses 

security controls or breaches terms of service, it may run afoul of privacy, copyright or other laws. 

Because these tools can undermine the ability of original providers to monetise or otherwise gain advantage 

from the data they control, they will often try to deter or prevent their customers from using them (Castro and 

Steinberg 2017, p. 1). This can take the form of technical blocks (e.g. disabling access ports or throttling 

connection speeds), imposing paywalls (e.g. to access an API) or legal sanctions (including declaring terms 

of service violations and voiding product warranties). But they can also spur data holders to improve their 

service offerings. For example, Apple’s iPhone ‘screen time’ tracker was introduced in 2018 to compete with 

the proliferation of third-party apps that used reverse-engineered analytics and remote access software to 

allow users to access app usage statistics and set app limits (Nicas 2019). 

Relying on insecure and unreliable data access methods 

The use of alternative data access tools can increase the likelihood of cybersecurity or privacy breaches 

compared to receiving data through an official channel (box 2.3). Some of these tools, such as screen 

scraping, require access to a consumer’s login details to facilitate data collection, providing the third party 

with unfettered access to the entirety of a consumer’s account – not just the data of interest – potentially on 

an ongoing basis (Treasury 2023c, p. 6). Users often have limited awareness and control over what is or is 

not accessed, and how data is collected, handled, and disclosed which can increase vulnerability to fraud 

and scams (OAIC 2023c, p. 1; Treasury 2023c, p. 7). The Commonwealth Bank of Australia found that 

customers that use screen scraping are at least twice as likely to experience fraud on their accounts 

(Eyers 2020). Moreover, they also surrender important safeguards: under the ePayments Code, a bank need 

not reimburse losses if the customer has shared their passcode (ASIC 2022, p. 16). 

 

Box 2.3 – What to do with screen scraping? 

The Australian Government has sought advice from Treasury on how to progress ‘a full and formal ban 

of screen scraping’ (Jones 2024). This follows a consultation process in 2023 that sought feedback on 

banning the practice in sectors where the CDR provides a viable alternative (Treasury 2023c). Both the 

ACCC and the OIAC supported the proposal, noting the ‘significant privacy and security risks’ that screen 

scraping can pose for individuals (ACCC 2023; OAIC 2023c). However, industry groups warned that an 

outright or premature ban could strand tools that rely on the technology, shut out small lenders, and 

reduce service reliability where it functions as a fallback option (AFIA 2023, p. 2; FDATA 2023, p. 11; 

Fintech Australia 2023, p. 21). 

The Productivity Commission (PC) considers that a phased approach to banning screen scraping would 

reduce the risk of major disruptions and unintended consequences by only applying the ban to a sector 

once an officially, secure and reliable alternative is widely available. In the interim, services could be 

required to clearly disclose their use of screen scraping to their customers so they are aware of the risks. 

Alternative tools can also create significant security and operational risks for the data holder – undermining 

business fraud protection controls and making it more difficult to detect and identify the source of a data 

breach (ABA 2023, p. 6). Because consumers often re-use passwords across different services and service 
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providers, the compromise of login credentials held by a screen scraping service could facilitate multiple 

simultaneous data breaches (ABA 2023, p. 6).  

Duplication and waste 

Individuals and businesses that cannot access data directly may find it easier to re-collect or regenerate data 

(box 2.4). This results in duplication and waste, and at times can actively lead to consumer harm.  

To illustrate, take the example of an individual who is unable to transfer their existing medical data to a new 

provider and as a result must redo their X-rays. This re-collection is costly – the consumer pays to have 

another set of often invasive or inconvenient scans, resulting in health risks and delays to their medical 

diagnosis and treatment. 

 

Box 2.4 – Examples of the re-collection of data that already exists 

Re-collecting data happens every day – individuals book a new doctor’s appointment to swap their paper 

prescription to an e-script, pathology tests are duplicated when data cannot be moved to a new provider, 

and data that is not machine-readable is rekeyed manually. Reducing redundant data collection, storage 

and maintenance would deliver significant benefits. 

• Electronic medical record systems rolled out across all public hospitals would save $355 million 

through reduced duplication of pathology tests and imaging (PC 2024a, p. 2). 

• The processing of a traditional invoice requires substantial manual entry. The adoption of the Peppol 

e-invoicing system can reduce processing costs by almost 70% (ATO 2024). 

• A paper prescription cannot be converted to an electronic one, and vice-versa, without an individual 

booking a new consultation with their doctor to request it (RACGP 2021). 

• A UK study found that enabling SMEs to give lenders direct access to their tax data via an API could 

reduce loan application times by half and increase loan offers by 20% to 40% (CFIT 2024, pp. 16–17). 

Data access is unlikely to improve on its own 

Data holders don’t always like to share … 

Data has become a core asset in modern business models - it is a critical input for decision-making, 

diagnostics and operations management, but is also often a product in its own right and source of 

competitive advantage (CCAF 2024, p. 51; OECD 2022a, p. 5; O’Mahoney et al. 2022, p. 9). This creates 

strong incentives for firms to maintain a tight grip on the customer data they control to protect the value they 

can generate from it (Castro and Steinberg 2017; Deloitte 2023, p. 16). 

For some, exclusive control of customer data provides a direct revenue stream. Providers can on-sell or 

licence the data they collect to third parties – such as car manufacturers who on-sell telematics data – or 

charge users to access data and analytics from their devices – such as video captured by smart cameras 

(CHOICE 2024). For other providers, control of the data they hold can help them to shore up market share 

(OECD 2022a, pp. 5–6). Firms can both lock their customers in by making it difficult to transfer data to 

another service or keep their competitors out, by preventing other products or services from integrating with 

their own (Gulati-Gilbert and Seamans 2023; OECD 2022a, p. 27, 2024b). 
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Providing data access can also be costly and challenging. 

• Supporting secure data access often requires significant upfront investment and ongoing costs, especially 

for firms with fragmented or outdated back-end systems (ABA 2020a, p. 10; Accenture 2024a, p. 24; 

Treasury 2021, p. 7, 2023b, pp. 10–12). 

• Collecting and holding larger volumes of data may increase cybersecurity vulnerabilities. Cyberattacks can 

result in major disruptions, large fines and reputational harm (Gao et al. 2025, p. 1; Liu and Babar 2024, 

pp. 11–17). Mitigating this risk requires strong managerial oversight and long-term investment in cyber 

defences (Liu and Babar 2024, p. 17).  

• It can increase the regulatory requirements that providers need to comply with. The Australian Institute of 

Company Directors (sub. 8, p. 15) submitted that the ‘maze’ of data handling obligations act as a 

handbrake to more dynamic utilisation of data and create specific risks.  

Data holders also face a ‘chicken and egg’ coordination dilemma (Fernandez et al. 2020, p. 1; Krämer et 

al. 2020, p. 76). A provider that opens up consumer data may bear the costs without seeing immediate 

benefits – especially if there isn’t an existing ecosystem of third-party services that can enable consumers to 

put the data to use. Meanwhile, third parties are unlikely to invest in developing their own services unless 

they can rely on broad, ongoing access to consumer data in a sector. 

… and individuals and businesses lack awareness and are easily discouraged 

Despite its benefits, data access is rarely front of mind for consumers. Most people are unaware of what data 

is collected about them and by whom, and don’t consider what data they can or can’t access from a product 

or service before making a purchase (ACCC 2024b, p. 6; EIG 2023, p. 23). Individuals can also face 

difficulties in judging the relative trustworthiness, safety and reliability of data access tools and services 

(OECD 2023a). A survey found that while Australians are heavy users of digital technology, only 12% of 

consumers have a clear understanding of how their personal information is collected and shared 

(CPRC 2020, p. 14).  

At the same time, consumers increasingly expect their digital interactions to be seamless and thus are easily 

put-off when accessing or sharing their data isn’t straightforward (Deloitte 2024a, p. 25). Frollo, a financial 

management app and Accredited Data Recipient under the CDR notes that 5% to 65% of users do not make it 

through the consent authorisation step (Frollo 2024, p. 7). This drop off has been attributed to technical and 

user design issues with the CDR’s consent process (Frollo 2024, p. 7; Skript 2024, p. 7; WeMoney 2024, p. 6). 

Existing data access policies do not provide a pathway to scale up data access 

across the economy 

The Australian Government continues to invest in policies that are intended to support data access. The 

CDR, MHR system and the Motor Vehicle Service and Repair Information Sharing Scheme9 are improving 

data access within their respective domains, but they remain siloed and disconnected, limiting the potential 

to scale up data access across the broader economy. 

The CDR was established as an economy-wide scheme vesting the Treasurer with powers to designate 

sectors and the classes of data that will be covered. It was designed to allow operational rules (e.g. eligibility 

criteria) and aspects of the data sharing approach to be tailored to different sectors (ACCC 2025b; 

Treasury 2025a). However, core parts of the CDR’s architecture apply to any designated sector. This 

 
9 The Motor Vehicle Service and Repair Information Sharing Scheme mandates that manufacturers share information 

that is required to service and repair vehicles with repairers and registered training organisations at a fair market price 

(ACCC 2025a; Treasury 2025b). 
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includes its accreditation model, bespoke privacy safeguards and key technical requirements (e.g. standards 

specifying how APIs must be built). Together the set-up costs of these features impose a high bar for 

bringing new sectors into the scheme.  

Taking stock of this, the Australian Government has paused further expansion of the CDR and announced a 

‘reset’ that will focus narrowly on addressing issues that are driving costs and limiting take-up in 

already-designated sectors (Jones 2024b, 2025). Although other sectors have been designated (i.e. 

telecommunications) or considered for designation (e.g. superannuation), there are currently no plans to roll 

the CDR out beyond non-bank lending (Australian Government 2022; Jones 2024b; Treasury 2022a, p. 2). 

New regulatory pathways to expand data access 

Government can provide the impetus to expand data access … 

Governments around the world are taking steps to give individuals and businesses better access to data that 

relates to them. Since the United Kingdom (UK) introduced ‘open banking’ in 2016 to give customers access 

to their transaction data, 60 jurisdictions have followed suit, with 16 extending their data-sharing regimes to 

cover a range of financial services such as insurance, mortgages, and pensions (CCAF 2024, p. 40). 

Australia has been among the countries leading the way, and the CDR has become a reference model for 

other jurisdictions (DBT 2024, p. 13; OECD 2023b). Both the European Union’s (EU’s) Data Act and the 

UK’s Data (Use and Access) Bill 2025 signal an international trajectory towards data access regimes that 

can span across the economy (DBT 2024, p. 8; EC 2025a).  

Regulatory approaches to data access vary widely, ranging from industry-led codes of conduct to 

prescriptive models with government-defined rules and technical standards (figure 2.2). There is no ‘best’ 

model. Rather, the choice depends on each country’s legal frameworks, institutional capacity, and market 

conditions (CCAF 2024). However, valuable lessons have emerged about how governments can maximise 

the benefits of data sharing – such as improved competition and innovation – while avoiding excessive 

compliance costs for data holders. 

Figure 2.2 – Governance approaches to data access 

 

Source: CCAF (2024, pp. 26–27). 
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… but broad mandates can impose large economic costs 

Mandatory data-sharing obligations have often been essential to kickstart progress – especially in sectors 

where increasing competition is the primary objective. The Global State of Open Banking report found that 

mandatory requirements were essential to initiate data access in the banking sector (CCAF 2024, pp. 41, 

49). In contrast, purely voluntary approaches have generally failed to gain traction, largely due to the limited 

cooperation of established market players with little incentive to share data (CCAF 2024, pp. 41, 49). 

However, sectors with different competitive dynamics may not require the same level of regulatory 

intervention. This highlights the importance of designing data access schemes that have flexibility to account 

for the particular structural characteristics of different sectors across the economy. 

Being too prescriptive can undermine the incentives for data holders to participate and act as a handbrake on 

innovation (CIPL 2024, p. 10). The EU has taken the most expansive approach to regulation, combining broad 

economy-wide rights covering personal data (under the EU’s General Data Protection Regulation (GDPR)), 

connected devices (EU’s Data Act), and digital platforms (EU’s Digital Markets Act) with sector-specific schemes 

for payments, energy, and vehicle maintenance data (EC 2024, 2025a; Krämer et al. 2020, p. 18). This approach 

has had positive spillover effects into other jurisdictions, with some firms that operate in the EU opting to provide 

the same data access capabilities to their customers in non-EU countries (CIPL 2024, p. 6). But it has imposed 

material costs for data holders (CIPL 2024, p. 19). For example, research by the National Bureau of Economic 

Research found that the introduction of GDPR in 2018 led to the exit of roughly one-third of apps from the Google 

Play Store, and a 50% drop in new app entries in the quarters following implementation (Janssen et al. 2022, 

p. 36). While the GDPR’s cross-sector design aimed to create a universal standard for data access, its broad rules 

have limited its practical usefulness (Exposito-Rosso et al. 2022, p. 22). 

Governments can play a critical role setting up an overarching framework for data access, but they do not 

need to design and control every aspect of its implementation. Moreover, a one-size-fits-all approach is 

unlikely to deliver intended outcomes across the board – different sectors have varying capabilities, types of 

data, and access needs. The next section lays out such an approach. 

Lower-cost and more flexible regulatory pathways are needed to 

expand data access 

Enabling individuals and businesses to access, transfer and bundle data about themselves can drive the 

creation of more personalised and effective products and services and help power productivity in the digital 

economy (Deloitte 2024a, p. 15; O’Mahoney et al. 2022, p. 9). 

A one size fits all approach to data access is impractical. New lower-cost and flexible pathways are needed 

that will help to improve data access by allowing the obligations on data holders and the functions that 

governments perform, to vary according to the structural characteristics and digital maturity of different 

sectors in the economy.  

These pathways will create a tiered ‘data access’ approach that, following a thorough consultation and 

vetting process, could be methodically used to expand data access starting with those sectors where the 

benefits of sharing data clearly outweigh the costs, and the costs are relatively low. This could include where 

new technology, international regulation or domestic developments show that there are clear net benefits to 

Australia. We provide three examples below that we consider meet this threshold: agricultural machinery and 

equipment data, supermarket loyalty data, and access to information for renters.  

The pathways we envision will not be blindly or quickly imposed on the economy – rather they are intended 

to ‘meet sectors where they are’ and build from there. In a similar manner, the UK is taking a 
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sector-by-sector approach to implement its Data (Access and Use) Bill. We are interested in hearing from 

participants about their views on implementation approaches and timeframes. 

 

 

Draft recommendation 2.1 

Establish lower-cost and more flexible regulatory pathways to expand basic data access 

for individuals and businesses 

The Australian Government should support new pathways to allow individuals and businesses to access 

and share data that relates to them. These regulatory pathways will differ by sector recognising that the 

benefits (and the implementation costs) from data access and sharing are different by sector. This could 

include approaches such as: 

• industry-led data access codes that support basic use cases by enabling consumers to export 

relatively non-sensitive data on a periodic (snapshot) basis  

• standardised data transfers with government helping to formalise minimum technical standards to 

support use cases requiring high-frequency data transfers and interoperability. 

These pathways should be developed alongside efforts that are already underway to improve the 

Consumer Data Right (which will continue to provide for use cases that warrant its additional safeguards 

and technical infrastructure) and the My Health Record system. 

The new pathways should begin in sectors where better data access could generate large benefits for 

relatively low cost; and there is clear value to consumers. Potential examples include: 

• enabling farmers to combine real-time data feeds from their machinery and equipment to optimise their 

operations and easily switch between different manufacturers  

• giving tenants on-demand access to their rental ledgers which they can share to prove on‑time 

payments to new landlords or lenders  

• allowing retail loyalty card holders to export an itemised copy of their purchase history to budgeting and 

price comparison tools that can analyse spending and suggest cheaper alternatives. 

The scope of the data access pathways should expand over time based on industry and consumer 

consultation, where new technology, overseas experience or domestic developments show that there are 

clear net benefits to Australia. 

 

Where should new access pathways focus? 

Data regulation needs the flexibility to recognise that the specific types of data that will be most valuable to 

individuals and businesses and the form of access needed to enable their use will vary from use case to use 

case. Similarly, it should recognise that the costs of providing access can vary significantly depending on 

what data holders need to share and how. To deliver their intended net benefits, the scope of the new data 

access pathways must balance the desire to improve data sharing against the potential to undermine 

incentives to collect, store and add value to data, recognising that any approach to access that leads to less 

data being productively used will lower, not raise, productivity. 
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What data is relevant? 

The scope and types of data available to individuals and businesses need to be sufficient to allow it to be put 

to use. If the scope of data access is too limited there will be no incentive or ability for intermediaries and 

third parties to use it to provide useful and innovative services.  

While the exact data that is accessible will vary on a case-by-case basis, it will need to meet three criteria. 

i. It is identified with the consumer or business. 

ii. It is held or controlled in digital form by the providers of the goods and services they use.  

iii. It is collected or created through their interactions with them. 

For example, this could include data that individuals or businesses have either provided themselves (e.g. 

name, address, date of birth, revenue), or has been obtained (e.g. purchased from a third party) or derived 

about them (e.g. salary). It could also include data that has been captured or generated by the products and 

services they use (e.g. click-streams and energy metering data). 

‘Value-added’ or inferred data that has been produced or materially enhanced via proprietary algorithms or 

analytics (e.g. risk scores or ad-profiles) should be excluded. So should any data that cannot be ‘reasonably’ 

identified with a person or business (e.g. aggregated or de-identified data). This broadly aligns with the 

existing scope of the CDR and similar international data access regimes (table 2.2).  

Table 2.2 – Data types that are in and out  

Data type Example In scope In CDR 

Profile / account data • Name, address, Australian Business Number  

• Purchase history, fees, SOPs  
✓ ✓ 

Other personal information • Income, age, gender, household composition  
✓ ✓ 

Commercial / operational 

information 

• Revenue, salary costs, production volumes 
✓ X 

Transaction / activity data • Bank transactions, metering data, Point of Sale data, 

click-streams 
✓ ✓ 

Device / equipment data • Solar inverter output, telematics and sensor data ✓ ✓ 

Inferred data • Credit risk assessment, risk appetite, driver safety profile, 

retention expectancy  
X X 

De-identified data • Aggregated datasets, generalised data (i.e. full address is 

generalised to region)  
X X 

Product data • Product features like interest rates and fees and technical 

specifications (e.g. battery capacity)  
?a ✓ 

a. In some sectors or industries only. 

Who could be asked to provide access to data?  

The new access pathways will focus on data relating to products and services that are provided to 

individuals and businesses. Often this data is collected by the private sector. This could include data held or 

controlled by retailers, manufacturers, service providers and digital platforms. Access should only apply to 
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data holders that are ‘custodians’ of the data – it would not apply to cloud services (e.g. Amazon Web 

Services) that store the data on behalf of product and service providers. 

There may also be situations where the new pathways could be applied to services that are delivered or 

funded by government. Allied health data might be one example, although this would need to be assessed 

on a case-by-case basis, in consultation with the relevant allied health professionals and organisations, 

being careful to avoid duplicating data use cases covered by existing government data initiatives, like MHR. 

The parties collecting the data may be private businesses (e.g. a private dental practice) or a government 

organisation (e.g. a public dental clinic). 

The new regulatory pathways would not apply to all data holders all at once. Instead sectors could be 

incrementally designated to them based on a readiness review assessment (discussed in more detail below). 

Making the most of what’s available – permissions, access mechanisms and 

standards 

Having ‘access’ to data is insufficient – individuals and businesses must also be able to seamlessly put it to 

use (Deloitte 2024a, p. 25; Exposito-Rosso et al. 2022, pp. 21–26). At a minimum, this means they need to 

be able to obtain a digital copy of the required data (as opposed to, for example, having to manually take a 

photo of a paper bill and email it on to a service provider), which they can share with whoever they choose.  

But much of the value that individuals and businesses can gain from the data that relates to them relies on 

their ability to transfer (or switch) it from one provider to another (data portability) or to link the related 

products and services they use together (interoperability) (Gulati-Gilbert and Seamans 2023). 

Fundamentally, data portability and interoperability reduce the frictions that put off individuals and 

businesses from trying new products and getting the most out of them (OECD 2021a).  

While data portability and interoperability are closely related, interoperability necessitates the use of more 

advanced access mechanisms.  

• Transferring data between services requires a point in time export in a structured and transparent 

machine-readable format (i.e. the data fields, what they mean, and the values they can take are clearly 

defined and/or conform to common standard) (Krämer et al. 2020, pp. 37–39).  

• Interoperability requires two systems to be able to communicate with each other on an ongoing basis and 

often continuously. This relies on common technical specifications which may be formal protocols (e.g. 

Simple Mail Transfer Protocol for email traffic) or APIs that are either based on open standards or defined 

by one provider for others to use (Gulati-Gilbert and Seamans 2023; OECD 2021b, p. 13). For example, 

businesses who use Square’s Point of Sale (PoS) terminals and Xero can link their accounts to enable 

sales transactions to be auto-posted daily to their general ledger (Square 2022). 

As well as being able to view and transfer data, some high value use cases require altering data at its source 

(write access). Write access can enable third parties to initiate actions or updates, such as making 

payments, transferring funds or updating personal information (CCAF 2024, p. 29). According to the Global 

state of open banking report (2024, p. 51), 55 jurisdictions have implemented ‘write-access’ within their open 

banking regimes to enable third parties to initiate transactions. This capability has been legislated for use in 

the CDR regime but is yet to be implemented (Jones 2024a). 

Specialised data intermediaries can help make all this possible: they can develop common standards, build 

open APIs, verify identity and consent, and embed security and assurance protocols (DTI 2024a, p. 2; 

WEF 2022, p. 9). By doing so they can reduce the costs that data holders would otherwise incur and help 

establish trust between the parties who are sharing the data (box 2.5). 
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Box 2.5 – The role of data intermediaries 

Data intermediary is an umbrella term for third-party entities that facilitate data sharing and help 

manage the relationships between individuals, businesses and data holders. Intermediaries come 

in many forms and can assume a range of roles (which may include processing, aggregating and 

enhancing data) that are better or less suited to different use cases (WEF 2022, pp. 9–10). Two 

examples are service-to-service models and Personal Information Management Systems (PIMSs). 

Service-to-service models – such as the Data Transfer Initiative - act like transformers, converting 

proprietary formats into common ones so that users of platforms such as Google, Meta, Microsoft, and 

Apple can directly port their photos, files, playlists etc from one service to another (DTI 2018, pp. 5–6). In 

contrast, PIMSs, let users collate data about them that is siloed across many providers into a secure 

store that they can grant or revoke access to (CDEI 2022, p. 20). They can also then help individuals to 

use the data by presenting it user-friendly dashboards, enhancing its quality or enriching it with analytics 

(OECD 2019, p. 36). For example, Apple’s HealthKit app allows iPhone users to analyse trends and 

generate insights that can be shared with health-care providers (Apple Developer nd). 

 

Right-sizing data access requirements to minimise regulatory burden 

Efforts to expand data access will only be successful if they minimise the regulatory burden for data holders 

and potential users (e.g. intermediaries and third-party providers). They should focus on making things as 

easy and simple as possible for individuals and businesses to make use of the data that relates to them. 

There are many different approaches and technologies that can be used to enable data access. For some 

use cases, simple access mechanisms that allow data to be downloaded or exported on a periodic basis will 

do the job. For example, Bill Hero is an Australian energy comparison and switching service which helps 

users find lower cost plans by uploading or forwarding PDF copies of their bills (Bill Hero 2024). Other use 

cases, such as those involving connected ‘smart’ devices, will require technical solutions and access 
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mechanisms that allow data to be transferred ‘continuously’. Recognising that these ‘continuous’ use cases 

are becoming more common, both the UK’s Data (Use and Access) Act 2025 and the EU’s Data Act include 

provisions that obligate some data holders to allow users to transfer data from their devices in ‘real time’ 

(European Parliament 2023b; UK Parliament 2025). 

The way in which use cases are ‘solved’ (i.e. via a technical solution imposed by industry, government or an 

independent data standards board) needs to take account of the different capabilities of data holders, and 

the costs (and who bears them, and how) of implementing preferred solutions. Prescriptive requirements that 

mandate specific technologies may lock in inferior standards and prevent the emergence of superior 

solutions (CIPL 2024, p. 16). 

New access pathways should keep blanket requirements to a minimum, and to the extent possible, remain 

technology neutral. But at the same time, they will need to facilitate the establishment of appropriate data 

access mechanisms that can support a broad range of ‘reasonable’ uses on a case-by-case basis for 

different sectors and data products. 

What might new access pathways look like? 

The introduction of new access pathways could provide a simple, ‘graduated’ ladder to enable data access that 

will support high value use cases across different sectors. Rather than trying to fit all sectors under a single 

scheme, the pathways could allow the regulatory obligations on data holders to vary according to the sensitivity 

of the data they hold and complexity of its potential use cases. To do this, the pathways could differ in terms of 

the form/s of access they support (e.g. periodic downloads vs continuous transfers); the technical and 

performance specifications they require and, the security controls and safeguards they enforce (figure 2.3). 

An industry-led pathway, and a standardised data transfers pathway are discussed below to illustrate how 

the new pathways could be designed and the types of use cases they would support. 

Industry-led basic data exports 

This pathway could enable individuals and businesses to access relatively non-sensitive data that relates to 

them on a periodic, or ad-hoc, basis. Specifically, data users could expect access to point-in-time, 

machine-readable data exports via ‘single pull’ requests. To get the pathway up and running, data holders 

would require an agreed definition of the core data fields that they will need to make available, and the basic 

common technical specifications (e.g. the file types and data standards) they would need to support. Data 

holders would also be responsible for managing their own security controls (i.e. this pathway would not 

enforce an accreditation model).  

The ‘rules’ of the pathway could be set out and agreed on in sector-specific data access codes and overseen 

and monitored by an appropriate oversight body. The Australian Government could play a role to convene 

industry representatives to develop data access codes for their sectors. It could also periodically review their 

uptake and assess their effectiveness at improving access conditions. 

Standardised data transfers  

This pathway could move beyond ad-hoc data snapshots to enable individuals and businesses to directly 

transfer data to third-parties and support use cases involving high-frequency data and product/service 

integrations (e.g. ‘charge my car when my solar panels are generating power’). 

Data users could expect continuous data feeds and interoperability across different applications. To get the 

pathway up and running, data holders would need to support an agreed set of common data standards, API 
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specifications and basic reliability thresholds (e.g. response times). Data holders and third-party providers 

would also need to implement minimum security controls, such as open authentication consent protocols, 

encryption, audit logging and mandatory incident reporting.  

The Australian Government could act as a technical steward. This could include working with industry to 

formalise the minimum technical requirements and standards that providers will need to implement and 

managing updates as needed. It could also conduct basic performance testing and issue penalties for 

serious breaches.  

Figure 2.3 – Potential new data access pathways 

  

These two proposed pathways could eventually operate alongside the CDR and MHR data sharing initiatives, 

both of which are undergoing reform (box 2.6). The CDR will continue to operate as a pathway for sectors 

and/or use cases that require the access functionality, reliability and security capability that its core architecture 

and digital infrastructure has been designed to provide (namely its accreditation model, core rules and technical 

standards and enforcement tools). This includes use cases that involve third parties issuing authorised 

instructions on behalf of services users (such as initiating payments or switching providers). 
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Box 2.6 – Continue to course correct existing data sharing initiatives 

The development of new data sharing pathways should occur in tandem with ongoing efforts to improve 

the Australian Government’s Consumer Data Right (CDR) and My Health Record (MHR) initiatives. Both 

programs have been subject to review processes, and implementing their findings will help to deliver 

unrealised benefits and may encourage wider adoption of data access tools and services as they 

become more available in other sectors. 

• MHR was designed as a secure platform to let individuals easily access and share their health 

information across providers. Yet despite more than $2 billion in investment, only about 2% of 

uploaded documents have been viewed by another provider (PC 2024a, pp. 2, 24). To fix the system’s 

incomplete records and patchy coverage the Australian Government has passed the Modernising My 

Health Record (Sharing by Default) Act 2025 to compel certain providers (e.g. pathology and 

diagnostic-imaging providers) to upload test results by default, unless an exemption applies 

(DHAC 2025). It has also allocated $2 million to increase the number of allied-health software 

platforms that are compatible with MHR and electronic prescribing (ADHA 2025; DHDA 2025a). 

• The Australian Government is also progressing a ‘reset’ of the CDR, which it announced in August 

2024 to reduce compliance costs and increase uptake. This includes consideration of rule changes 

that will streamline how business consumers consent to data sharing, reduce the period of data that 

must be shared from 7 to 2 years and remove requirements on sharing ‘niche’ product data, while also 

expanding the CDR to non-bank lenders (Jones 2024b, 2025). The implementation of these changes 

could help reduce the cost of bringing in adjacent sectors in the future (e.g. superannuation). 

The pathways in action 

The PC has identified three use cases that we think could have large benefits for Australian individuals and 

businesses.  

1. Agricultural machinery and equipment data  

Much of the machinery and equipment that farmers now use has extensive data collection capabilities which 

can capture both machinery (e.g. speed and temperature) and production data (e.g. crop yields and soil 

quality) (ACCC 2021, p. vi). As this data accumulates over time it can used by farmers to help them better 

manage their operations and respond to seasonal variability.  

But, because the data captured by different equipment manufacturers is often incompatible, farmers can 

struggle to make the best use of it – resorting to using multiple dashboards or paying for additional unofficial 

tools to stitch it together (ACCC 2021, p. 53; Knights 2023; Newman 2022). The 2024 Australian Agritech 

Association sector report highlights that a lack of common data standards to enable interoperability is holding 

back the adoption of agritech solutions that can improve farm productivity and sustainability 

(AusAgritech 2025, pp. 11, 44). The Australian Competition and Consumer Commission (ACCC) has also 

found that the inability to transfer data between different brands of machinery can result in farmers being 

‘locked in’ to particular brands (ACCC 2021, p. 50).  

In 2020, the National Farmers’ Federation introduced a voluntary Australian Farm Data Code to help support 

trusted data sharing and the adoption of digital technology (box 2.7) (Dale and Heath 2023; NFF 2023b). The 

application of the standardised data transfer pathway could bolster the Code by obliging manufacturers to 

adhere to existing ISO-based data standards and provide data via secure open APIs. 
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Box 2.7 – The Australian Farm Data Code 

Developed by the National Farmers’ Federation with support from the Australian Government and input 

from farmers, researchers, and tech providers, the voluntary Australian Farm Data Code aims to promote 

transparency, trust, and responsible data practices in agriculture by:  

• increasing awareness and understanding of the ways in which providers are collecting, using and 

sharing their farm data  

• preserving farmers’ ability to determine who can access their data, and allow them to access and 

retrieve their individual data  

• providing a framework to compare providers and inform negotiations about data policies  

• bringing about improvements to industry-wide data practices over time.  

By helping farmers understand how their data is collected, used, and shared, the code empowers them 

to make informed decisions, compare service providers, and supports greater digital adoption and 

consistent data governance across the sector.  

Source: National Farmers’ Federation (2023a). 

2. Real estate tenancy data 

To get proof of rental payments, residential tenants often need to request a copy from their property 

manager, which can take up to seven days in some jurisdictions to be fulfilled (NSW Government 2024). 

Some property-management portals allow users to download a PDF copy or extract a CSV file 

(OurProperty 2025). But as there is no standard format that landlords or agents need to use, the layout and 

information included in rental ledgers varies, which can make them difficult for tenants to understand and 

reconcile (Tenants’ Union of NSW 2025, p. 2). 

Designating tenancy data to the industry-led pathway could oblige property managers to enable tenants to 

download their rental ledgers on-demand in an easy-to-read and standardised file format. This would enable 

renters to easily attach their payment history to new-rental applications and allow banks and fintechs to 

quickly verify rent payments for loan applications.  

3. Retail loyalty rewards data in digital form  

Loyalty programs - such as Woolworths Rewards - collect large volumes of detailed data about customers’ 

shopping habits (CHOICE 2021). ‘Brick and mortar’ retailers are increasingly turning to third-party ‘smart 

receipt delivery platforms’ to provide their customers with digital receipts. For example, retailers such as 

Chemist Warehouse and Harris Farm use Slyp to provide their customers with digital receipts via text 

message or directly to their banking app (Jerez 2021; Slyp 2025). These platforms enable retailers to 

connect data from their PoS and e-commerce systems with loyalty programs that are linked to customer 

payment cards to generate ‘hyper-personalised customer engagement’ and purchasing insights (Slyp 2025).  

Digital receipts can allow customers to retain a record of their purchases. But because they are typically 

provided in an unstructured PDF or other ‘read-only’ format, they cannot readily use the data themselves to 

compare prices or track their spend. Enabling customers to easily export the transaction data from their 

digital receipts and loyalty accounts could allow them to share it with third-party apps that offer budgeting, 

habit tracking, tax reporting, and other personalised tools. 
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Information request 2.1 

The PC is seeking feedback on how to introduce lower-cost and more flexible data access pathways for a 

broad range of use cases. In line with draft recommendation 2.1, we are also seeking feedback on the 

sectors and use cases where the new pathways could most valuably enhance data access in the short 

term. We note that the banking and energy sectors are already covered by the Consumer Data Right. 

• What types of data should be covered by the pathways? Are there any issues with the data types

proposed in table 2.2 that should be considered?

• How should data be made available under each of the pathways? Could the scope and

requirements outlined for the proposed industry-led basic data exports and standardised data transfers

pathways effectively support a broad range of use cases?

• Where should data access be prioritised in the economy?

– Which sectors or data holders already enable individuals or businesses to access data overseas due

to local laws, but are not meeting comparable standards of sharing in Australia?

– Which sectors or data holders in the economy have data that could be accessed in a useful, digital

format to support high value use cases at low cost?

– Which sectors or data holders are already trading data about individuals or businesses with third

parties, so that access to that data could be achieved at a low incremental cost?

A methodical approach to bringing new sectors online 

The proposed data sharing pathways are intended to ‘meet sectors where they are’. Rather than imposing 

onerous requirements on data holders or a rapid overhauling of existing technology, they will operate to 

formalise existing best practice and provide guidance for more basic operators on how to uplift their data 

management systems. The longer-term aim would be to create more consistent and useable access to data 

for individuals and businesses across the economy. 

A review process could be established to identify and assess the ‘readiness’ of individual sectors to be 

designated to a pathway. The readiness review process should be led by a body with the appropriate 

expertise and capability. The ACCC or the Data Standards Body are potential candidates given their existing 

roles and accumulated experience under the CDR regime.  

The readiness review would assess prevailing data sharing practices and constraints on high value use cases, 

as well as market dynamics and the technological capacity of data holders (table 2.3). The review could 

potentially be guided by the Voluntary Data Classification Framework that is being developed by the 

Department of Home Affairs and CSIRO’s Data61. This framework is intended to provide a consistent way to 

assess and classify the potential value and sensitivity of the data that different industries hold to inform the 

application of proportionate security controls and governance approaches (Department of Home Affairs 2025). 

A readiness review should, in the first instance, identify opportunities to enhance data access where there 

are large potential benefits and/or low marginal compliance costs. This could include sectors with known 

high-value use cases or where providers have already enabled data access for their customers/service users 

overseas (e.g. the EU’s Data Act will require smart device manufacturers to engineer their products so that 

users can transfer device data in real-time to third parties of their choosing) (EC 2025a). Rather than being 

designated, sectors could also potentially have the option to voluntarily opt-in to an access pathway. 
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The PC is seeking views on how sectors could be identified to undergo the readiness review.  

Table 2.3 – Considerations for assessing the data access readiness of sectors 

Dimension Types of considerations  

Prevailing data practices What customer level data do providers already release, and how sensitive is it? Are 

they subject to similar data access obligations in other jurisdictions? 

Demand/Use cases What are the potential use cases for the data? Can it enable the use of related 

services? Are users resorting to work arounds today? Do overseas examples show 

strong uptake when comparable data is shared? 

Market structure How are providers using the customer data they hold? Do they charge access fees or 

licence it to third parties? How competitive is the sector and does it exhibit network 

effects? How easily can consumers switch between providers? 

Cost and technology 

maturity 

What are the costs (and sunk investments) involved in collecting and sharing the data? 

Do common standards, APIs, cybersecurity practices and data intermediaries already 

exist in the sector? 

The role of government in making data access worthwhile 

The PC wants to hear from participants on the role government should play in the development of the 

pathways. For example, as discussed above, government could use its convening powers to bring together 

industry groups, and set up standards boards to act as technical stewards.  

Experience abroad and in Australia has shown that governments can leverage the private sector to help with 

the heavy lifting in setting up and running data sharing schemes. For instance: 

• trusted data intermediaries can help to reduce the need for governments to define technical rules and 

build its own systems and interfaces (CDEI 2022, p. 20; WEF 2022, p. 32)10  

• industry-led initiatives such as the Road Infrastructure Management data sharing scheme and the 

Australian Farm Data Code demonstrate the capacity and willingness of sectors to develop and commit to 

sector specific data sharing codes (NFF 2023a; TCA 2025) 

• in the UK, government-backed ‘Smart Data’ hackathons have crowd-sourced innovative use cases, 

accelerating the development of applications such as streamlining property transactions and mortgage 

applications (DTB 2025, pp. 20–21).  

The legislative role of government – for example, using mandates as opposed to relying on voluntary action 

or market discipline – could be important when the incentives of data holders and potential users are not 

aligned (CCAF 2024, pp. 25–26). International experience suggests that reliance on regulatory mandates 

alone is unlikely to effectively engage data holders or promote an ecosystem of intermediaries and 

third-party providers who can put the available data to use (Deloitte 2023, p. 22).  

To realise the full potential of data access, the pathways will need to provide ‘pull’ incentives alongside ‘push’ 

compliance obligations. Governments have several potential levers. 

• Reciprocity: Obliging third parties to share data back to data holders (with customer consent) can prevent 

a one-way flow of value from incumbent data holders to new entrants or data ‘gatekeepers’ (Deloitte 2023, 

p. 22). An OECD (2023b, p. 28) survey found that Germany, Türkiye and Brazil allow for reciprocal data 

 
10 The government of Flanders has partnered with Inrupt to roll-out its portal which allows citizens to access data across 

different agencies and use it to engage services and verify information about themselves with third parties (Inrupt 2022) 
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access between all parties involved in data sharing arrangements. Another option, as recommended by 

the 2022 Statutory Review of the CDR, is to make government datasets available so ‘consumers can 

share their data across a greater range of services’ (Treasury 2022b, p. 62).  

• Targeted tax measures: Investment or accelerated depreciation could incentivise firms to upgrade legacy 

data system and/or build out necessary infrastructure. 

• Incubators and grants: These can help to seed new use-cases and build awareness and momentum, as 

shown by the UK’s hackathon events (DTB 2025). 

• Fees and charges: In some situations, fees and charges may be negotiated between data holders, data 

seekers and third parties. For example, the Motor Vehicle Service and Repair Information Sharing 

Scheme allows manufacturers to charge repairers a price that does not exceed ‘fair market value’ for 

access to diagnostic data (Treasury 2025b, p. 13). 

The issue of trust and privacy will also be important, and these issues are covered in chapter 3 of this report. 

 

 
Information request 2.2 

The PC is seeking feedback on how the new data access pathways could be expanded over time in a 

methodical and predictable way, while enabling innovation. We are also interested in views around how 

the Australian Government can best support this process.  

• What should the readiness review process look like? 

– How should sectors and data holders be identified to undergo the readiness review?  

– What criteria should be considered in the readiness review? 

– Which body – either new or existing – should do the assessment? 

• How do we best engage data holders or promote an ecosystem of intermediaries and third-party providers? 

– Should data holders be able to apply fees and charges? 

• What role should the Australian Government play in the development and coordination of the pathways, 

and supporting its success? 

• What is a reasonable timeframe for designing and implementing data access pathways? 
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3. Supporting safe data access and 

use through outcomes-based 

privacy regulation 

Summary 

 The safety of data access and use is key to realising productivity growth opportunities.  

 As one of the main tools for ensuring safe data access and use, the Privacy Act places obligations on 

regulated entities who collect, use and handle personal information. Well-designed privacy 

regulations should effectively deliver privacy outcomes for individuals, while minimising compliance 

costs for businesses. 

 While overall, the Privacy Act provides flexibility, some requirements focus too much on specific 

controls (that is, prescribing certain actions or procedures) rather than outcomes. This can contribute 

to excessive regulatory burden without improving outcomes for individuals. 

• The consent, notification and disclosure requirements in the Privacy Act can be overly burdensome and 

difficult to comply with for some regulated entities, raising compliance costs without providing the protections 

individuals expect. 

• Overreliance on these mechanisms, and privacy policies, can undermine the safety and privacy interests of 

individuals and contribute to ‘consent fatigue’.  

 Some of the recommendations from the Privacy Act Review could increase regulatory burden with little 

if any additional benefit for individuals. In particular, the proposal to introduce a right to erasure should 

not be implemented.  

 The Australian Government should introduce an alternative compliance pathway to the Privacy Act that 

allows regulated entities the option to fulfil their privacy obligations by meeting outcomes, rather than 

controls-based rules. This would provide entities with greater flexibility, choice and scope to innovate. 

It could also reduce the burden on individuals while better protecting their privacy interests.  

• The Productivity Commission is seeking feedback on design and implementation issues, including how an 

alternative compliance pathway should be embedded in the Privacy Act.  

 

The productivity benefits of data access and use can only be realised if there is trust that the party providing 

access to the data has the right to do so, trust that the system of access is safe and secure; and trust that 

the party accessing the data will handle the data safely.  
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Government policy-setting can help enable those benefits to be realised, while managing the risks of data 

use, and misuse – including through robust regulatory settings that encourage firms to handle data in a safe 

and secure manner and provide enforcement regimes with penalties for failure to do so.  

Privacy regulation is one way that governments seek to achieve this balance (box 3.1). There is a risk, 

however, that poorly designed privacy regulations can create excessive compliance costs for business or fail 

to deliver privacy outcomes for individuals. This reform is about making sure Australia’s privacy regime 

underpins trust and is sufficiently flexible so that it achieves privacy outcomes, without overly burdening 

regulated entities. In turn, a robust and effective privacy regime will facilitate data access and use, boosting 

innovation and productivity across the economy. 

 

Box 3.1 – What is privacy?  

Although most people have an intuitive understanding of what ‘privacy’ looks like in an everyday context, 

privacy is an ‘elusive’ concept and has no precise or universally accepted definition (ALRC 1983, p. 3; 

VLRC 2002, p. v). The Australian Law Reform Commission recognised four separate but related 

dimensions to privacy (2007, p. 114). 

• Information privacy focuses on rules governing the collection and handling of personal data such as 

credit information, medical and government records. It is also known as data protection. 

• Bodily privacy concerns the protection of people’s physical selves against invasive procedures such 

as genetic tests, drug testing and cavity searches. 

• Privacy of communications covers the security and privacy of mail, telephones, e-mail and other 

forms of communication. 

• Territorial privacy is concerned with intrusions into domestic and other environments, such as the 

workplace or public space. This includes searches, video surveillance and ID checks. 

In Australia, privacy regulation tends to focus on information privacy. This is also the dimension most 

relevant to data and digital technology – and therefore the focus of this reform. 

In Australia, the main legislation for protecting information privacy is the Privacy Act 1988 (Cth) (box 3.2). 

The Act seeks to promote and protect the information privacy of individuals by regulating how certain entities 

(including private firms and Australian Government agencies) handle personal information (OAIC 2023d).  

The need to balance competing interests is reflected in one of the objects of the Privacy Act; to ‘recognise 

that the protection of the privacy of individuals is balanced with the interests of entities in carrying out their 

functions or activities’ (s. 2A(b)). This recognises that well-designed privacy laws can protect the privacy 

interests of individuals, while encouraging information access and minimising compliance costs – thus 

enabling innovation and productivity growth.  

 



Supporting safe data access and use through outcomes-based privacy regulation 

53 

The Privacy Act in a changing data landscape 

Since the introduction of the Privacy Act, technological innovation has dramatically changed the data 

landscape, with implications for privacy and the protection of personal information.  

Thirty years ago, data for most people was primarily about details on paper … With the mass 

digitisation of data, the capacity to collect data through everyday Internet activity and transactions, 

and through technologies such as sensors, cameras and mobile devices, means that what is 

‘data’, and who can or should have a say in how it is collected, stored, transformed and used is no 

longer so simple. (PC 2017, p. 3) 

Nowadays, it is increasingly common for businesses to collect or record personal information as part of a 

transaction. But consumers are often not fully aware of why their personal information is being collected, and 

how it may be used (ACCC 2024b). Some businesses, such as large digital platforms, have significant 

market and bargaining power, which can make these information asymmetries much more pronounced.  

The Privacy Act has been subject to numerous reviews and reforms over the years. In 2019, the Australian 

Competition and Consumer Commission’s Digital Platforms Inquiry Report identified the need for the Privacy 

Act to adapt to the digital age. This resulted in the Privacy Act Review, which delivered its final report in 

2023. Many privacy reforms in Australia have concentrated on expanding the rights of individuals, due to a 

view that individual agency is being eroded in the face of, for example, large digital platforms.  

Box 3.2 – How does the Privacy Act work and who is covered? 

The Privacy Act governs how personal information is handled. Under section 6 of the Act, personal 

information is defined as ‘information or an opinion about an individual, or an individual who is 

reasonably identifiable … whether the information or opinion is true or not … whether the information or 

opinion is recorded in a material form or not’ (s. 6).a 

Responsibilities under the Privacy Act apply to most organisations with an annual turnover greater than 

$3 million and Australian Government agencies (OAIC 2023b). This includes: individuals, including sole 

traders; body corporates; a partnership; any other unincorporated association; and trusts (OAIC 2023b). 

Small business operators, registered political parties, state or territory authorities or a prescribed 

instrumentality of a state are exempt.  

The Act places obligations on these entities when collecting and handling personal information, 

principally through the 13 Australian Privacy Principles (APPs) (OAIC 2023a). This includes: 

• APP 1, which requires regulated entities to have a ‘clearly expressed and up-to-date’ privacy policy 

about the management of personal information  

• APP 2, which requires regulated entities to provide individuals with the option of not identifying 

themselves or using a pseudonym when dealing with an APP entity  

• APP 12, which requires regulated entities to provide the individual access to their personal information 

upon request, unless an exception applies. 

a. There is a proposal to amend the definition of ‘personal information’ (table 3.1). 
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Some businesses find the Privacy Act to be overly burdensome  

Overall, there are mixed views about how well the Privacy Act regime is working. As part of the Privacy Act 

Review consultation, some businesses or organisations covered by the Act reported that the Act and the 

Australian Privacy Principles (APPs) are operating well and are sufficiently flexible (ABA 2020b; Ai 

Group 2020; Insurance Council of Australia 2020). 

But this view was far from universal. Some inquiry participants viewed the Act as overly burdensome, 

ineffective and the Productivity Commission’s analysis demonstrates it can also be costly (box 3.3). As one 

participant submitted: 

we recognise that the Australian Privacy Principles (APPs) are overly complex and challenging to 

interpret and comply with. The 13 APPs often overlap and interact in complex ways, making it 

difficult to understand which specific requirements apply in particular situations. Organisations 

must navigate multiple principles simultaneously, each with their own specific requirements and 

exceptions. (AICD, sub. 18, p. 14) 

There was a shared view that the emphasis on consent, notification and disclosure is difficult to comply with, 

especially in the digital age. For example, in its submission to the Privacy Act Review, Adobe said: 

The ongoing development of the digital economy, including through technological innovations 

such as the Internet of Things and robotics, will seriously challenge the ability of entities to comply 

with a prescriptive notice and consent model. (2020, p. 5) 

 

Box 3.3 – The cost of protecting privacya 

The Privacy Act affects about 277,000 firms in Australia. Among these firms, some may be data intensive 

and face stringent obligations. Others may hold little more than customer contact details and have limited 

obligations under privacy law. For these 277,000 firms there are three main costs to protecting privacy. 

Opportunity costs are the potential benefits lost when firms prioritise privacy processes. Better utilising 

data could yield benefits on the order of a 0.5% rise in labour productivityb (worth $13 billion per year). 

Regulation can also have a stifling effect on firm entry, with fewer firms entering a market when rules are 

strict (see for instance Janssen et al. 2022). Reduced firm entry may reduce competition and innovation. 

Ongoing privacy costs involve the ongoing legal and administrative requirements related to privacy. The 

PC heard that large organisations often have a central privacy team who conduct privacy impact 

assessments for new initiatives and then delegate implementation to other teams. The PC estimates that 

total direct privacy costs across the 10,000 affected firms with at least $50 million in turnover in Australia 

are about $2 billion per year. The PC was unable to quantify costs across the 267,000 affected firms with 

below $50 million in turnover, but these costs may be significant given the number of firms affected. 

Finally, there are one-off and indirect costs. Building privacy compliant systems (for example secure 

websites) may be expensive. Privacy regulation may also favour large firms, reducing competition. 

However, these costs are unlikely to be captured in survey evidence so have not been quantified. 

a. More detailed information on data sources and assumptions is available in appendix B. b. Data use is determined 

by many factors, changes related only to privacy are unlikely to capture all potential benefits. 
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It also said ‘the “notice and consent” model is simply not sustainable’ and that the cumulative burden of 

these measures may ‘limit the ability of businesses to appropriately explain to their customers what 

information they are seeking to collect and how that information will be used’ (Adobe 2020, pp. 5, 9).  

These views demonstrate that, while some regulated entities considered the Act to be sufficiently flexible, 

some aspects of the regulatory regime were considered to focus too much on controls rather than outcomes 

(box 3.4).  

• The more controls-based APPs include those that specify the procedures for handling and disclosure of 

personal information, including consent and notification mechanisms (APPs 5 and 6).  

• Some of the APPs are outcomes-based, such as the requirement about ensuring that the personal 

information the entity collects is accurate, up-to-date and complete (APP 10). 

One complicating factor is that regulated entities sometimes expressed contradictory objectives – during 

consultation for the Privacy Act Review, several business participants called for both greater certainty 

(including through more prescriptive rules) and greater flexibility in the Privacy Act regime.  

During consultation for this inquiry, the PC heard evidence of over-compliance – that is, businesses taking 

privacy measures beyond what is required by law. In some cases, this was a business decision. Some 

businesses operating internationally found it more cost-effective to comply with more stringent international 

regulations across all their markets, including in the Australian market. Others chose to implement additional 

privacy measures to manage the reputational risks that could result from breaches of privacy.  

However, there was also evidence that businesses may have not fully comprehended what their regulatory 

obligations were, leading to unnecessary ‘compliance’ efforts – which impose additional costs but may not 

improve privacy outcomes for individuals. An example the PC was advised of was businesses unnecessarily 

seeking consent from individuals, leading to heightened costs for businesses and creating unnecessary 

hurdles for consumers. It is possible that businesses would benefit from further regulatory guidance or legal 

precedent to help them understand their regulatory obligations.  

Some said that the Act does not adequately protect individuals 

Some participants in this inquiry argued that the Privacy Act does not adequately protect the privacy 

interests of individuals. This is because the emphasis on controls, like consent and disclosure procedures, 

and privacy policies, do not guarantee positive privacy outcomes. Instead, they place the onus on the 

individual to manage and protect their own data. 

Existing regulatory arrangements emphasise individualised harms. For instance, the dominant 

paradigm in the Privacy Act is of ‘privacy self-management’. The Act overwhelmingly focuses on 

the harms associated with collection and disclosure of information that could identify an individual. 

It attempts to mitigate these harms by providing transparency to individuals about how data is 

used, and requiring consent for many uses. However, this approach places an overwhelming 

burden on users navigating countless platforms. (ADM+S, sub. 14, p. 6). 

But many consider that ‘privacy self-management’ does not achieve the goals of the Privacy Act. Based on a 

nationally representative survey of 1,000 Australians, the Consumer Policy Research Centre found that ‘only 

7% of consumers agree that companies give consumers real choices to protect their privacy online’, with 

‘52% of consumers finding it time-consuming to protect their privacy online’ (Gupta 2023b, p. 10).  
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Box 3.4 – What is the difference between flexible and outcomes-based regulation? 

Flexible vs prescriptive 

Flexibility refers to how much discretion entities have in the way they meet regulatory requirements. 

Requirements that do not allow flexibility are considered to be prescriptive. Flexible regulation is typically 

less onerous than prescriptive regulation as it provides regulated entities with choice about how they 

meet regulatory requirements. Although prescriptive regulation may increase certainty, it can also: 

lock in inefficient practices and inhibit productivity by impeding flexibility and the take-up of new 

technologies, business models and processes … [and] result in higher costs to government 

agencies (regulators) to administer and enforce. (Queensland Treasury 2022, p. 1)  

Outcomes-based vs controls-based 

Some regulations are designed so as to require entities to achieve certain outcomes – these are known 

as outcomes- or risk-based regulations. Others prescribe or proscribe certain actions or procedures – 

these are controls- or inputs-based regulation. In general, outcomes-based regulation is preferable as it 

allows entities to choose the procedures or controls that are best suited to their business context.  

Regulators, instead of focussing on prescribing the processes or actions that firms must take, 

should step back and define the outcomes that they require firms to achieve. Firms and their 

management will then be free to find the most efficient way of achieving the outcome required. 

(Black 2007, p. 5) 

Outcomes-based regulation can also be more adaptable over time and ‘future-proof’ because it is 

agnostic about what processes and technologies are used to achieve the desired outcomes. 

What does this mean for regulatory burden? 

Regulation can be burdensome because it is too prescriptive, too controls-based, or both. As depicted in 

the diagram below, regulations that are flexible are not necessarily outcomes-based. 

 

For example, in the context of the Privacy Act, the requirement in APP 1 to have a privacy policy is 

relatively flexible, as the privacy policy can contain whatever the regulated entity considers appropriate. 

But the underlying privacy outcome is about the alignment between how personal information is treated 

and what individuals expect or are informed of – and APP 1 prescribes the procedure through which this 

outcome is to be achieved.  

Outcomes-based

Prescriptive

Flexible

Controls-based 

Example: 

You must have a 

privacy policy

Example: 

80% of individuals 

must be happy with 

your data practices

Example: 

You must have a 

privacy policy that 

covers disclosure 

practices

Example: 

Your data practices 

must protect the privacy 

interests of individuals
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Two methods of ‘privacy self-management’ were regarded as particularly ineffective – privacy policies, and 

consent and disclosure procedures. As IoT Alliance Australia submitted to this inquiry: 

The balance is quite uneven for consumer and small business digital services where the blunt 

instrument of consent is often used as a ‘take it or leave it’ option. It is also unclear to consumers 

how any collected private data is shared (or not) with third parties, although this is often buried 

deep in often opaque and overlong privacy policies. (qr. 8, p. 1).  

APP 1 requires regulated entities to have a clearly expressed and up-to-date privacy policy that outlines 

how it collects, uses, stores, and shares personal information. This is intended to enable individuals to make 

informed decisions about who they entrust with their personal information. In reality, privacy policies largely 

fail to effectively inform consumers of their rights.  

• Most privacy policies are exceedingly lengthy and difficult to read – the typical privacy policy contains 

6,876 words on average. ‘If Australian consumers were to read all of the privacy policies they encounter in 

full, it would take nearly 46 hours every month’ (ACCC 2024b, p. 6). Privacy policies are typically 

constructed this way so that they can be ‘future-proof’, allowing entities to maximise the scope of the data 

they can collect and its uses (Elvery and Tan 2025). 

• Individuals are likely to either miss or misunderstand terms in privacy policies. These terms often permit 

the collection and use of personal information beyond what is reasonably necessary for the service or 

product provided (Kemp 2020).  

• Many privacy policies also contain conflicting messages, such as stating in large letters that they would 

‘never sell your data’ while adding that they reserve the right to sell that data as a ‘business asset’ in fine 

print, in a separately located policy (Harrison 2023). 

The APPs also govern when and in what form consent and disclosure is required. These requirements are 

intended to enable individuals to make informed decisions. However, they can become a ‘tick box’ exercise – 

in which businesses comply with the letter of the law but not its intent (CHOICE 2020). In fact, overreliance 

on consent and disclosure mechanisms was said to produce perverse outcomes and result in ‘consent 

fatigue’11 (CHOICE 2020, p. 4).  

In this vein, in their submission to the Privacy Act Review, Microsoft argued that consent should not be the 

sole mechanism for enabling data access and use. 

While [Microsoft] support the consideration of robust approaches to ensure that consent is valid 

and meaningful, there are other situations in which obtaining consent may be impractical or 

impossible. (2020, p. 6)  

For this reason, some participants supported moving to a regime that would require regulated entities to act 

in a manner that protects the interests of individuals and consumers. As ADMS+S submitted to this inquiry: 

Importantly, we think that reforms should be made to introduce a positively framed regulatory 

framework which shifts the onus away from customers and regulators, and towards the 

organisations who collect and handle the data; and who are almost always in the best position to 

mitigate related harms. (sub. 14, p. 8).  

This approach could reduce the need for individuals to constantly ‘make informed and rational decisions with 

little market intervention’ to protect themselves from harm (Gupta 2023a, p. 4). A similar problem was faced 

in the financial services sector in relation to the management of conflict of interests by advisers and 

 
11 Consent fatigue refers to the ‘disengagement or mental exhaustion that consumers may experience when asked to 

comprehend technical or extensive information, or engage in multiple and repetitive interactions’ (Treasury 2023a, p. 7).  
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mortgage brokers, which led to the introduction of best interest obligations (box 3.5). This issue was also a 

key motivator for the recommendation in the recent Privacy Act Review to introduce a ‘fair and reasonable’ 

test that would apply to the collection, use and disclosure of information (discussed below) (AGD 2023d). 

 

Box 3.5 – Financial services: replacing disclosure with a best interest duty 

Prior to 2012, conflicts of interests in the financial services sector were managed via disclosure practices. 

These disclosure practices were intended to ensure that clients had adequate information to make an 

informed decision about financial products and services being sold to them. In practice, however, 

disclosures often failed to fully inform individuals.  

In its Inquiry into Financial Products and Services in Australia, the Parliamentary Joint Committee on 

Corporations and Financial Services noted that: 

disclosure documents are too long and confusing for conflicts of interest caused by 

commission-based remuneration and vertical ownership structures to be properly understood 

by consumers. The documents are so inaccessible that they are probably not read at all by 

most people. (2009, p. 87) 

In 2012, a best interest obligation was introduced for financial advisers, requiring them to act in the best 

interests of their clients, beyond simply disclosing conflicts of interest. A best interest obligation for 

mortgage brokers was later introduced following the inquiry on Competition in the Australian Financial 

System (PC 2018) and the Royal Commission into Misconduct in the Banking, Superannuation and 

Financial Services Industry (Hayne 2019).  

Renewing the focus on privacy outcomes 

Regulation that focusses too heavily on controls, as opposed to outcomes, can dampen innovation. Even if the 

actions or procedures required by the regulation seem individually ‘sensible’, they may not be the only way to 

meet the regulatory objective and there is limited ability for regulated entities to find new ways to do things.  

That said, moving away from controls-based requirements is not about redefining the privacy outcomes that 

are already articulated in the objects of the Privacy Act (s. 2A). In other words, it is not about prioritising 

innovation and productivity above privacy protections – rather, it is about achieving those privacy objectives 

in the most efficient and effective manner.  

An alternative compliance pathway  

One concern about the current Privacy Act regime is that it is not scalable – that is, it does not adapt 

according to risks posed by different uses of data and the size of different regulated entities.  

Several submissions to the Privacy Act Review underlined the need for the Privacy Act to accommodate 

different business models (ARCA 2020, p. 6; Google 2020, p. 2; IGEA 2020, p. 6; The Guardian Australia 2020, 

p. 5). As the Australian Retail Credit Association argued, ‘the degree of emphasis on privacy protection must 

always consider context, because the appropriate degree of privacy protection cannot be set uniformly for all 

contexts’ (2020, p. 6). This is especially important in light of the proposed changes to expand the scope of the 
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Privacy Act to cover small businesses (Master Electricians Australia, qr. 51, p. 1). The Interactive Games and 

Entertainment Association emphasised the importance of ensuring that privacy regulation: 

… accommodates different risk levels in terms of data and uses of data, rather than taking a 

‘one-size-fits-all’ approach to regulation. For example, transparency and consent requirements 

should vary depending on the sensitivities and risks surrounding the type of personal data 

collected. (2020, p. 6) 

Scalable regulation supports innovation by allowing regulated entities to pursue more efficient and 

cost-effective ways to meet regulatory objectives. As CHOICE said in the Privacy Act Review:  

A performance-based model allows companies to innovate – they can experiment with how 

information is presented to achieve the best outcome. (2020, p. 4) 

Similarly, as CPA Australia submitted to this inquiry: 

Privacy law should not be viewed solely as a safeguard, but also as a foundation for innovation, 

inclusion, and public benefit in the digital economy. We encourage the Productivity Commission to 

consider privacy reforms that reduce unnecessary complexity, and focus regulation and regulatory 

efforts on high-risk areas. (qr. 45, p. 2) 

To enable this, the PC recommends the introduction of an alternative compliance pathway. This would 

create a ‘dual track’ compliance regime, consisting of one outcomes-based track (designed to provide 

flexibility for regulated entities) and one more prescriptive track (designed to provide regulated entities with 

greater certainty about their privacy obligations). Regulated entities would be able to choose the mode of 

compliance that best suits their business needs. Importantly, this differs from the recommendation in the 

Privacy Act review to integrate a ‘fair and reasonable’ test within some of the existing APPs (table 3.1) – that 

proposal would impose additional requirements on the collection, use and disclosure of information 

(AGD 2023d, pp. 120–121), whereas this recommendation is about creating alternative requirements. 

The creation of an alternative compliance pathway could also alleviate the incidence of over-compliance 

(that is, wasted compliance effort). For example, a business that is currently obtaining unnecessary consents 

might no longer do so, if it considered that it could satisfy privacy requirements through the alternative 

pathway instead. An alternative compliance pathway may improve privacy outcomes for individuals by 

‘[shifting] the onus onto businesses instead of holding consumers accountable to search for their best 

interests in a market economy that hasn’t been developed with their interests in mind’ (Gupta 2023a, p. 8). 

A dual-track compliance regime was supported by several participants in the Privacy Act Review. 

Specifically, some regulated entities supported the introduction of a safe harbour – a legal provision that 

protects entities from liability if they have failed to meet their legal obligations, provided they have taken 

certain prescribed actions.  

the Act should remain principles based but [we] would support the APP Guidelines being 

amended to include specific ‘safe harbour’ provisions in certain areas. (AGL Energy 2020, p. 2) 

Woolworths submits that greater certainty about the standard expected of businesses can best be 

achieved with the introduction of ‘safe harbour’ defences, which would apply, for example, where 

appropriate privacy impact assessments are undertaken and measures implemented to mitigate 

identified risks. (Woolworths Group 2022, p. 2) 

In Australia, dual-track compliance regimes already exist in several other regulatory areas, including for 

financial advisors and work health and safety (box 3.6).  
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Box 3.6 – Examples of dual-track compliance regimes in Australia 

Work Health and Safety (WHS) legislation and Codes of Practice 

• Outcomes-based compliance – a person conducting a business or undertaking has a duty of care to 

ensure ‘so far as is reasonably practicable’, the health and safety of workers, including by managing 

risks based on outcomes, not prescribed steps (Safe Work Australia 2011, p. 3; Work Health and Safety 

Act 2011, s. 19). To achieve compliance using this pathway, entities must provide an ‘equivalent or 

higher standard of work health and safety than the code’ (Safe Work Australia 2011, p. 2). 

• Model Codes of Practice – entities who follow Model Codes of Practice issued under the WHS 

Regulations will often be taken to be compliant with the work health and safety duties in a jurisdiction’s 

WHS Act and Regulations (Safe Work Australia 2011, 2025).  

Product Safety and Electrical Equipment Standards 

• Outcomes-based compliance – ‘AS/NZS 3820 prescribes outcomes-oriented safety criteria for 

electrical equipment’ (EESS 2025). 

• Technical standards – compliance with the safety criteria in AS/NZS 3820 can generally be met by 

demonstrating compliance with the relevant standards (EESS 2025). Products can meet prescribed 

technical standards or demonstrate equivalent safety/performance through testing and certification. 

Financial Advice Obligations (Best Interests Duty) 

• Outcomes-based compliance – under s. 961B of the Corporations Act 2001 (Cth), advisers must act 

in the best interests of the client. 

• Safe harboura – the law provides a ‘safe harbour’ checklist (steps 1–7 under s. 961B(2)) which, if 

followed, deems the adviser to have met the duty. 

a. The Quality of Advice Review found that, in practice, ‘financial advisers focus[ed] more on the safe harbour steps 

than the primary duty’ (Levy 2022, p. 86) and, for that reason, recommended that the safe harbour be removed.  

Based on these existing regimes, the PC has identified two broad options for implementing a dual-track 

compliance regime in the Privacy Act. 

• The outcomes-based obligations could be framed as a ‘defence’. This means that the existing Privacy Act 

requirements would be retained as the core regulatory regime, but regulated entities who do not (or 

choose not to), for example, meet all the current APPs to the letter, could invoke the defence to show that 

they are nevertheless compliant with their regulatory obligations (figure 3.1, panel a).  

• The outcomes-based requirements could be framed as the general rule that applies to all regulated entities. 

The existing Privacy Act requirements (including the APPs) could be cast as a safe harbour or ‘deemed to 

satisfy’ style regime – so regulated entities could opt to follow a more prescriptive or controls-based set of 

rules that would be deemed to meet the broader outcomes-based obligation (figure 3.1, panel b).  

In essence, these options are inversions of each other – reversing which path is the ‘rule’ and which path is 

the ‘exception’. This means that choosing between these options is an implementation issue, not one of 

policy. The PC favours the defence model, because it would be an extension of the existing privacy 

framework, rather than a foundational change. Creating a new defence would require relatively discrete 

amendments to the Privacy Act, compared to implementing a safe harbour model. This is compounded by 

the fact that the APPs are a mix of principles and controls-based requirements, meaning that they could not 

be used in their current form to create a safe-harbour pathway.  
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Figure 3.1 – Design options 

 

The PC also considered the option of reorienting the Privacy Act regime, as a whole, towards an 

outcomes-based approach. This would entail retaining a single-track compliance pathway in which 

outcomes-based requirements would replace all existing controls-based privacy requirements. This could be 

supplemented by codes or regulatory guidance material to provide additional clarity and certainty for 

regulated entities (figure 3.1, panel c). However, like the safe harbour model, this approach was not 

preferred, as it would require more comprehensive changes to the Privacy Act’s legislative architecture. 

Options for framing requirements for the alternative pathway 

The overarching objective of privacy regulation is to protect the privacy interests of individuals and/or to 

prevent or reduce harm resulting from privacy breaches. Therefore, an alternative compliance pathway 

should require regulated entities to meet broad obligations in relation to this objective.  

There are several options for how outcomes-based obligations could be framed, modelled on obligations that 

already exist in other regulatory areas or have been recommended for adoption for data and digital 

technologies (box 3.7). These could be adapted to create a similar duty or obligation in relation to privacy. 

• A best interest obligation would require regulated entities to act in the best interest of an individual in 

respect of their privacy. In other words, the regulated entity, when making decisions about how to act, 

would be required to prioritise the privacy interests of individuals. 

• An obligation for regulated entities to have regard to the best interest of an individual in respect of their 

privacy. That is, the regulated entity, when making decisions about how to act, would be required to 

consider the privacy interests of individuals, but not necessarily prioritise those interests. 

• A duty of care would require regulated entities to take steps to prevent reasonably foreseeable harm to 

an individual’s privacy. This would involve taking steps to identify potential harms and prevent or mitigate 

those harms. 

Figure 3.2 illustrates how these obligations and duties impose different requirements in the context of a 

water spill and a privacy breach.  
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Box 3.7 – Examples of duties and obligations  

• In financial services, best interest obligations apply to some types of service providers, and require 

them to prioritise and act in the best interests of their client. For example, Pt 3-5A of the National 

Consumer Credit Protection Act 2009 requires mortgage brokers to act in the best interest of their 

client (ASIC 2020, p. 1). This obligation is framed as high-level principles and outcomes such as that 

‘the obligations should lead to a higher quality of credit assistance being provided’ (ASIC 2020, p. 6). 

• The forthcoming digital duty of care will require digital platforms ‘to take reasonable steps to 

prevent foreseeable harms on their platforms and services’ (Rowland 2024). 

• A best-interest duty specific to children’s privacy was proposed in the 2023 Privacy Act Review. 

This best-interest duty would ‘require entities to have regard to the best interests of the child as part of 

considering whether a collection, use or disclosure is fair and reasonable in the circumstances’ 

(AGD 2023d, p. 10). 

Figure 3.2 – The requirements of the different obligationsa 

 

a. These scenarios are illustrative of what sorts of actions may be sufficient to meet the relevant duty or obligation. 

The PC’s preliminary view is that a best interest obligation would be the best path forward. We are seeking 

feedback on which model should be preferred over others – and, if so, why.  

How should enforcement occur? 

At present, enforcement of the Privacy Act is largely the responsibility of the regulator, the Office of the 

Australian Information Commissioner (OAIC). An alternative or complementary option would be to enable 

individuals to enforce their rights directly.  

Scenario 1: A water spill
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Scenario 2: A data breach 
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A related issue is the capacity and capabilities of these parties to undertake enforcement actions – and whether 

additional resourcing or regulatory architecture is needed to enable effective regulatory activity. This is particularly 

acute given the shared expectation that the OAIC provide clear guidance to support both individuals and entities. 

clear guidance must be issued by the OAIC well in advance of any changes being enacted and be 

developed with input from industry on the drafting to ensure they are addressing any operational 

ambiguities. (Insurance Council of Australia, qr. 29, p. 2) 

In this vein, the Privacy Act Review considered funding arrangements for the OAIC, as well as the case for 

extending existing external dispute resolution schemes, the creation of a privacy ombudsman and the 

establishment of a Deputy Commissioner for Enforcement (AGD 2023d, pp. 265–271). There could also be 

mechanisms for enforcement in other regulatory areas that could be adopted in the context of privacy – such as 

the super complaints (designated complaints) mechanism under the Australian Consumer Law (ACCC 2024a). 

The PC is seeking feedback on how enforcement of an outcomes-based obligation should occur and if any 

other changes would be needed to enable effective enforcement.  

 

 

Draft recommendation 3.1 

An alternative compliance pathway for privacy 

The Australian Government should amend the Privacy Act 1988 (Cth) to provide an alternative compliance 

pathway that enables regulated entities to fulfil their privacy obligations by meeting criteria that are 

targeted at outcomes, rather than controls-based rules.  

 

 

 
Information request 3.1 

The PC is seeking feedback on implementation issues, including how an alternative compliance pathway 

should be embedded in the Privacy Act 1988 (Cth).  

• What are the anticipated costs and benefits of implementing an alternative compliance pathway? 

• How should an alternative compliance pathway be designed – through the creation of a new defence, a 

safe harbour, deemed-to-comply standards, or something else? Why? 

• How should requirements for the alternative pathway be framed – as a duty of care, a fiduciary duty, a 

best interest obligation, or something else? What are the merits and downsides of the different options? 

• How should those obligations be enforced? Are any other changes needed to enable effective 

enforcement? 
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Proposed reforms risk entrenching existing problems 

The recent Privacy Act Review made 116 recommendations to reform the Privacy Act, following three 

general themes (key recommendations are set out in table 3.1). 

Table 3.1 – Key recommendations from the Privacy Act Review 

Scope and application of the Act Protections Regulation and enforcement 

Amend the objects of the Act to 

clarify that the Act is about the 

protection of personal information 

Broaden the definition of personal 

information to encompass technical 

and inferred information 

Amend the definition of sensitive 

information to include genomic 

information 

Remove the small business 

exemption 

Require the collection, use and 

disclosure of personal information 

be fair and reasonable in the 

circumstances 

A right to erasure of personal 

information 

A right to object to an entity 

processing their personal 

information in certain circumstances 

New protections for children 

including a Children’s Online 

Privacy Code 

Strengthening the enforcement 

powers of the Information 

Commissioner 

New civil penalties, including a 

‘mid-tier civil penalty’ for breaches 

that are not serious or repeated  

A direct right of action for 

individuals to take court action for 

interference with privacy 

A statutory tort for serious 

invasions of privacy  

Source: Attorney-General’s Department (2023d). 

Some reforms have already been implemented 

Some of the recommended reforms were passed in the Privacy and Other Legislation Amendment Act 2024 

(Cth) including: 

• introducing a statutory tort for serious invasions of privacy 

• introducing a mandate for the OAIC to develop a Children’s Online Privacy Code 

• granting the OAIC new powers to issue infringement and compliance notices, which may give rise to the 

imposition of civil penalties (Parliament of Australia 2024). 

It is anticipated that further reforms will be implemented through a second tranche of legislative changes. 

These reforms are anticipated to include requiring entities to undertake privacy impact assessments for 

high-risk activities (including automated decisions), introducing the ‘fair and reasonable’ test, abolition of the 

small business exemption and changing the definition of ‘personal information’ (Helios Salinger 2022; 

McGrath et al. 2024). 

Some anticipated reforms could exacerbate the regulatory burden  

During consultation for the Privacy Act Review, concerns were expressed that some anticipated reforms 

could increase the complexity of the Act and add to the regulatory burden. For example:  

My overarching concern with the Issues Paper, and the proposals from the Digital Platforms 

Inquiry that preceded it, is that they reflect an orientation towards tweaking specific rules - and 

adding more. This will contribute to a privacy regime in Australia that is already too complex and 

fragmented. (Weatherall 2020, p. 1)  
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The proposals – including some that were enacted in the first tranche – were said to exacerbate the 

cumulative regulatory burden of the Act. 

If all or most of the potential reforms … were implemented, the overall effect would be to increase 

the regulatory obligations on the ABC and other entities subject to the Privacy Act. The ABC 

would require time, funding and additional appropriately skilled personnel in order to resource the 

redesign of the ABC’s systems and processes to comply with the new laws. (ABC 2020, p. 3) 

Similarly, the Information Technology Industry Council highlighted how these proposals could increase 

business costs and affect competition.  

We believe that some proposals for the review of the Act could unintentionally constrain the ability 

of Australian and other companies to operate fully in the market, while in some cases offering 

limited incremental benefit to Australian citizens’ privacy. (2020, p. 1) 

In addition, participants expressed concern about the cost-benefit analysis that was undertaken for the 

Privacy Act Review. One concern was about lack of transparency about whether the anticipated benefits of 

reform would outweigh the costs – the cost-benefit analysis has not been released publicly, despite requests 

that it be tabled in Parliament (McLachlan 2024, p. 2). There were also concerns about the methodology 

used (box 3.8), and that it would lead to unreliable estimates of the likely costs and benefits. Participants in 

this inquiry also said that the lack of transparency about which reforms would be implemented further 

contributed to an environment of uncertainty for businesses (Woolworths, sub. 7, p. 2).  

Another area of concern were the recommended reforms that would bring Australia’s privacy regime in line 

with the General Data Protection Regulation (GDPR), which has stifled firm productivity and innovation in the 

European Union (box 3.9).  

We caution against the wholesale importation of GDPR. The GDPR, notably its enforcement 

penalties are widely regarded as draconian. Australia should avoid the excessive costs of the 

GDPR regulations (AFMA 2020, p. 1) 

 

Box 3.8 – Concerns about the cost-benefit analysis for the Privacy Act Review  

Multiple parties who had been consulted on the draft cost-benefit analysis told the PC that they were 

concerned about the methodology that was used. In a joint letter to the Attorney-General’s Department 

(released under a Freedom of Information request), 12 industry associations (including the Australian 

Banking Association, the Business Council of Australia, and the Tech Council of Australia) said:  

We have fundamental concerns with the approach and methodology … including the 

formulation of the assumptions, the mischaracterisation of some of the perceived benefits and 

the failure of the [cost-benefit analysis] to adequately capture the likely costs to industry 

associated with the operationalisation of the reforms. (2024, p. 1) 

The associations urged that ‘Government considers revising its approach as the current methodology 

and scope of the [cost-benefit analysis] will not provide Government with an adequate understanding of 

the costs of implementing potential reforms’ (ABA et al. 2024, p. 1). They submitted that the failure of 

Government to respond to these limitations may have contributed to poorly designed recommendations 

that place unnecessary costs on entities (ABA et al. 2024).  
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Box 3.9 – How has the GDPR affected European businesses 

The General Data Protection Regulation (GDPR) sets the most comprehensive standards for privacy 

protection in the world, backed by large fines for non-compliance (Wolford 2019). Requirements include 

certain firms having to have a data protection officer, a right to erasure and stricter consent processes. 

Compliance with the GDPR has proven costly for firms, as well as difficult. One survey of privacy-active 

firms by IAPP and EY (2018, p. 80) found an average transition cost above US$3 million for firms with at 

least 5,000 employees. These costs had anticompetitive effects, with smaller firms facing a proportionally 

higher burden (Ponemon Institute 2018, p. 22). 

At the aggregate level, evidence indicates that the adoption of the GDPR has dampened economic 

activity. Relative to the United States, firms in Europe reduced data storage by 26% (Demirer et 

al. 2024), technology venture investments declined by 24% (Jia et al. 2021, p. 4) and the profits of 

data-intensive European firms declined by 1.9 percentage points (Koski and Valmari 2020, table 3a). 

Compared to the situation prior to the adoption of GDPR, e-commerce also declined (Goldberg et 

al. 2024, pp. 354–355). The available evidence suggests the GDPR has imposed considerable economic 

costs on firms and consumers in Europe and beyond.a 

Especially concerning is the reduction in innovation caused by the GDPR. For instance, Janssen et al. 

(2022) found that the adoption of the GDPR reduced the entry of apps into the global market by half. 

There is evidence that, in response to the introduction of the GDPR, the innovation mix shifted away from 

the radical, new-to-market innovations that contribute to large productivity gains, and toward less 

impactful, incremental innovation (Blind et al. 2023, pp. 24–25). 

a. The economic evidence has some limitations that affect the magnitude of the estimates in both directions. First, 

most evidence is short-term, and effects may have reduced over time as firms have adapted. Second, some of the 

effects detected may have been due to changing market concentration, although this cannot explain the overall 

results. Third, many US firms were also impacted by GDPR, meaning some effects may be underestimated. 

One example of this is the proposal to introduce a right to erasure, modelled on the corresponding GDPR 

right (AGD 2023d). In essence, this would be ‘a right to have information deleted’ (AGD 2023d, p. 166), with 

the following features:  

(a) An individual may seek to exercise the right to erasure for any of their personal information.  

(b) An APP entity who has collected the information from a third party or disclosed the information 

to a third party must inform the individual about the third party and notify the third party of the 

erasure request unless it is impossible or involves disproportionate effort.  

(c) In addition to the general exceptions, certain limited information should be quarantined rather 

than erased on request, to ensure that the information remains available for the purposes of law 

enforcement. (AGD 2023d, p. 176) 

Many regulated entities shared concerns about the regulatory burden and implementation barriers 

associated with the right to erasure. Submitters to the Privacy Act Review suggested that this reform is 

rooted in an abstract – and ostensibly ‘appealing’ – idea about rights, and has little regard for the 

practicalities of implementation, or its actual costs and benefits (Communications Alliance Ltd 2020, p. 10). 
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The Australian Broadcasting Corporation suggested that ‘this reform could place a significant regulatory 

burden on media organisations’ (2020, p. 6). Optus also said: 

There are significant technical hurdles to implement this for most sectors of the economy and 

much more research needs to be conducted. Implementation should only be considered if there is 

a quantifiable overall benefit. (2020, p. 11)  

AGL said it was unclear whether the benefits to individuals would outweigh the costs. 

Without further cost-benefit analysis it is not clear what the additional benefits for consumers 

would be if the full right to erasure was introduced, and whether these benefits would outweigh 

the risks and the potentially significant costs to business. (2020, p. 4) 

Some participants in the Privacy Act Review also queried the need for a right to erasure, given that there are 

already requirements that result in substantively similar outcomes for individuals. 

We do not believe a right to erasure is required, given APP 11 already requires that where an 

APP entity no longer needs personal information for any purpose for which the information may 

be used or disclosed under the APPs, the entity must take reasonable steps to destroy the 

information or ensure that it is de-identified. (Telstra 2020, p. 17) 

These concerns reflect the experience of firms in the European Union, which consistently rated the right to 

erasure (also known as the right to be forgotten), as the hardest obligation to implement under the GDPR 

(IAPP and EY 2018, p. 64, 2019, p. 58). 

In light of these concerns, any further reforms to implement the recommendations of the Privacy Act Review 

should be undertaken with a degree of caution. In particular, the merits of any contemplated reforms should 

be evaluated with a critical eye trained on the practical impacts of reform – that is, the benefits to individuals, 

as well as the costs to regulated entities and the resultant effect on innovation and productivity. On this 

basis, the PC considers that a GDPR style right to erasure as described in the Privacy Act Review and the 

Government response to the Privacy Act Review should not be implemented in Australia.  

 

 

Draft recommendation 3.2 

Do not implement a right to erasure 

The Australian Government should not amend the Privacy Act 1988 (Cth) to introduce a ‘right to 

erasure’, as this would impose a high compliance burden on regulated entities, with uncertain privacy 

benefits for individuals.  
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4. Enhance reporting efficiency, 

transparency and accuracy 

through digital financial reporting 

Summary 

 Digital financial reporting has the potential to increase the efficiency, transparency and accuracy with 

which the data in financial reports is prepared, extracted and analysed. 

• Report preparers and users – including companies, investors, auditors and government agencies – could 

complete existing activities more accurately and with fewer resources, as well as undertaking new activities. 

 These benefits have not materialised in Australia, as no digital financial reports have been submitted. 

This is despite it being possible to voluntarily lodge digital financial reports since 2010. 

 Australia is an outlier, with many other jurisdictions – including the United Kingdom, United States, 

European Union, Japan and South Korea – having mandatory digital financial reporting schemes. 

 Digital financial reporting should be the default in Australia.  

• International evidence indicates that digital financial reporting is only adopted widely when it is mandated. 

• This is likely due to the upfront costs of transitioning to digital financial reporting for report preparers, the 

limited benefits associated with only a small number of digital financial reports being submitted and the fact 

that it is currently mandatory to submit non-digital hard copy or PDF financial reports. 

• Artificial intelligence and other digital technologies are a complement to, not a substitute for, digital financial 

reporting – these tools need the structure of a digital financial reporting taxonomy to work effectively. 

 A transition to digital financial reporting would require report preparers and users to update their 

systems and processes.  

• While there would be costs associated with this, particularly for report preparers, the available evidence 

suggests that these costs are not excessive, are falling over time and are lower than the costs of non-digital 

report preparation in the long run. 

• And report preparers stand to benefit from improved business information processing, such as for 

performance benchmarking purposes, provided that enough digital financial reports are submitted. 

 The Productivity Commission is seeking feedback on how mandatory digital financial reporting could 

best be implemented for disclosing entities as defined in the Corporations Act, which encompasses 

publicly listed companies and other public interest entities.  
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We are forgoing the benefits of digital financial reporting 

Most Australians undertake some form of financial investment, whether directly through share ownership, or 

indirectly via superannuation. The Australian Government also makes financial investments on behalf of 

Australians through instruments such as the Future Fund. Financial reports inform these investment 

decisions by providing critical insights into a company’s financial performance. 

Australia is one of only a few countries where financial reports continue to be submitted in a non-digital 

format, such as hard copies or PDF files, as standard practice. Consequently, extracting and analysing data 

from Australian financial reports is expensive, time-consuming and can be prone to error.  

Digital financial reporting, where reports are prepared in a format that is more efficient for data extraction and 

analysis, is mandated in almost all the world’s other major capital markets. Introducing a similar mandate in 

Australia would be accompanied by transition costs for report preparers and users. However, in the long 

term, this shift has the potential to raise productivity by increasing the efficiency, transparency, accuracy and 

accessibility of financial reporting. 

Financial reports are a key source of financial information 

In Australia, the Corporations Act 2001 (Cth) is the main legislation governing corporations and financial 

markets, products and services. The Act mostly applies to companies operating in Australia, but can also 

apply to other types of entities, including partnerships and managed investment schemes (AICD 2025). The 

Act – and the accompanying Corporations Regulations 2001 (Cth) – sets out the way a corporation must be 

established, run and wound up to be compliant with the law. For some entities, such as reporting entities 

and disclosing entities, this includes a requirement to prepare financial reports (box 4.1). Compliance with 

the Act is overseen by the Australian Securities and Investments Commission (ASIC) (s. 5B). 

Financial reports are one component of an annual report – the key means through which an entity informs 

interested parties, such as shareholders and analysts, about their activities, finances and strategies 

(box 4.1). Financial reports can be prepared in a non-digital format (for example, hard copy, PDF file or 

HTML file) or a digital format. It is mandatory in Australia to submit financial reports in a non-digital format 

(hard copy or PDF file), while digital reports can be submitted voluntarily (ASIC 2025a). 

Non-digital financial reports are designed to be read by people, but it is difficult for either people or 

computer applications to extract and analyse large volumes of information from them. In contrast, digital 

financial reports are prepared in a format that is more efficient for data extraction and analysis, while also 

having the capacity to retain the readability of a non-digital report. Digital financial reports use ‘tags’ to assign 

meaning to financial information, where each tag is defined within a broader taxonomy of tags that is based 

on accounting standards (box 4.2). 

As well as traditional financial reports, requirements for some Australian entities to lodge sustainability 

reports are being phased in from 1 January 2025. The Australian Sustainability Reporting Standards require 

entities to ‘disclose information about climate-related risks and opportunities that could reasonably be 

expected to affect the entity’s cash flows, its access to finance or cost of capital over the short, medium or 

long term’ (AASB 2024a, para. 2). Entities can choose to voluntarily disclose all broader sustainability-related 

risks and opportunities that may affect their finances (AASB 2024b, para. 3). ASIC is finalising arrangements 

for the lodgement of sustainability reports – the reports will be submitted in a non-digital format (ASIC, 

personal communication, 18 July 2025). 
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Box 4.1 – What are financial reports and annual reports, and who prepares them? 

Under section 292 of the Corporations Act, some entities are required to prepare financial reports. 

Financial reports are one part of an annual report and provide information about an entity’s financial 

performance and position. There are different reporting requirements for different entities.  

Financial reports must be prepared in accordance with Australian Accounting Standards (s. 296(1)) and 

there are legal consequences if the information contained within them is materially false or misleading 

(s. 1308). The reports are used by the Australian Securities and Investments Commission (ASIC) to 

monitor compliance with standards and regulations and to detect potential financial mismanagement. 

 

a. These lists are not exhaustive. b. A company is ‘large’ if it meets at least two of three thresholds: consolidated 

revenue of $50 million or more, consolidated gross assets of $25 million or more and 100 or more employees 

(Treasury 2019). c. Small proprietary companies must prepare financial reports if they are foreign-controlled, or if 

they had one or more crowd-sourced funding shareholders at any time during the financial year. 

 

 

Listed companies One type of disclosing entity. These companies may have additional 

reporting requirements. For example, ASX-listed companies must make disclosures as per 

ASX Listing Rules and include a Corporate Governance Statement in their annual report. 

Includes companies listed on stock exchanges such as the ASX, NSX and SSX.

Disclosing entities A subset of reporting entities (s. 111AC). They are subject to a certain 

level of public interest and therefore have enhanced disclosure requirements, including a 

requirement to submit half-yearly reports (s. 111AO) and continuous disclosure requirements    

(s. 111AP).

Includes entities and registered schemes that are listed, raise funds pursuant to a disclosure 

document or Product Disclosure Statement, offer securities other than debentures as part of a 

takeover scheme or offer securities under a compromise or scheme of arrangement (ss. 111AE–111AI).

Reporting entities An entity for which ‘it is reasonable to expect the existence of users dependent 

on general purpose financial reports for information’ (Statement of Accounting Concept 1, para. 40). 

Includes disclosing entities (incorporated or formed in Australia), public companies (except small companies 

limited by guarantee), large proprietary companies, registered schemes and some small proprietary 

companies (s. 292).a,b,c

Directors’ report (ss. 298–300) A comprehensive overview of the entity’s activities, finances and 
strategies during the reporting period. The directors’ report provides narrative context for other sections of 
the annual report, including the financial report.

Financial report (s. 295) Information about financial performance and position, including four key 
financial statements (covering the current and preceding period), notes to the financial statements and a 
directors’ declaration.

Auditor’s report (s. 308) The auditor’s opinion on whether the financial report gives a true and fair view 
of the entity’s reported financial position and performance and complies with regulations and standards.

Corporate Governance Statement (for ASX-listed companies) Discloses the extent to which the entity 
has followed the ASX Corporate Governance Council’s non-mandatory principles and recommendations (or 
explains why they have not done so).

COMPONENTS OF AN ANNUAL REPORT
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Box 4.2 – Why it is easier to extract and analyse data from digital financial reports 

Extracting and analysing data from financial reports is more efficient with digital reporting relative to 

non-digital reporting. This is because digital reporting uses ‘tags’ to assign meaning to the financial 

information in reports, where each tag is defined within a broader taxonomy of tags that is based on 

accounting standards.a 

For example, a non-digital version of a financial report may identify a company’s Current Assets in 

2023-24 as $1,160,000. In a digital financial report, the company’s $1,160,000 of Current Assets would 

be tagged as <CurrentAssets contextRef=‘e2024’ unitRef=‘Australian dollar’>1160000 </CurrentAssets>. 

Essentially, the 1,160,000 would be recognised by computer applications as Current Assets of 1,160,000 

in Australian dollars for 2023-24. This value could then be compared with the same tag in other 

companies’ financial reports.  

a. For example, ‘a taxonomy can define that Total Assets are comprised of Current and Non-current Assets … 

Similarly, taxonomies can define calculation-based relationships, such that, for example, Gross Profit is calculated as 

the difference between Revenue and Cost of Goods Sold’. 

Source: Troshani and Rowbottom (2022, p. 5). 

Digital financial reporting would benefit report preparers and users  

In Australia, the option to voluntarily submit digital financial reports has been available since 2010, but as of 

June 2025, no digital financial reports have been submitted (ASIC, sub. 2, p. 1). This means that both report 

preparers and report users – like companies, regulators, investors, analysts and auditors – are missing out 

on the benefits of digital financial reporting (figure 4.1). 

In 2023, Deloitte Access Economics reported that the long-term annual net benefit of mandating digital 

financial reporting was estimated to be $7.7 billion (2023, p. 13). This was estimated on the basis that the 

mandate would apply to all businesses with over $50 million in annual revenue (one of the three thresholds 

that defines a ‘large company’, with large companies needing to meet two of these three thresholds) 

(box 4.1; Deloitte Access Economics 2023, p. 28).12  

 
12 The modelling estimates the impact of a digital financial reporting mandate using, in some instances, costs and 

benefits associated with similar reforms overseas that, despite being the best available evidence, may not be fully 

applicable to the present-day Australian context.   
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Figure 4.1 – The benefits of digital financial reporting would accrue to multiple parties 

 

a. Such as shareholders, investment firms, data aggregators, financial analysts and researchers. Report preparers, 

auditors, regulators and other government agencies are also report users but are considered separately here. 

Existing activities require fewer resources and are done more accurately … 

Information in financial reports can be processed more efficiently and accurately when it is in a digital, 

machine-readable form (box 4.2). This gives rise to two sources of productivity growth (PC 2023c, p. 5). 

First, the extraction and analysis of information from financial reports becomes cheaper, as the number of 

hours of workers’ time needed to complete a particular task – such as extracting data from a statement of 

cash flows – falls. Second, the improved quality of extraction and analysis means that these activities are 

completed in a better way. 

For auditors, for example, it is easier to extract and transform data from digital financial reports, leaving 

more time for analysis (Perdana et al. 2015, p. 125). More broadly, increased access to digital financial 

information will allow auditors to ‘identify anomalies, detect potential fraud, and uncover emerging financial 

issues at an earlier stage’ (CA ANZ 2025, p. 9). 

Transitioning to digital financial reporting would reduce information processing costs for report users such 

as investors, investment firms, data aggregators, financial analysts and researchers.  

As one example, data aggregators often maintain their own internal data taxonomies so reports that have 

been prepared under different jurisdictions’ reporting standards can be better compared. When financial 

reports are prepared in a non-digital format, data aggregators judge how each line item in a non-digital report 

maps to their own taxonomy. In contrast, when financial reports are prepared digitally, the information within 

them has already been assigned meaning from the ‘tags’ of a digital reporting taxonomy (box 4.2). 

Consequently, aggregators working with digital reports can systematically map data from the taxonomy used 

to prepare the report to their internal one (as opposed to manually mapping line items) (ASIC 2021). This 
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means that data can be extracted from financial reports more quickly and accurately. Report preparers then 

also receive the benefit of their financial information being represented more accurately in data aggregators’ 

products (ASIC 2021).  

More generally, an improved capacity to extract and analyse information from financial reports would be 

expected to lead to more informed decision making in capital markets. Globally, Tawiah and Borgi (2022) 

found that across 98 countries, the adoption of digital financial reporting was associated with improved 

financial reporting quality (as measured by the World Economic Forum’s strength of auditing and reporting 

standards index). 

However, evidence regarding the impact of mandatory digital financial reporting on report users’ information 

processing capacity is mixed. Blankespoor et al. (2014, p. 1468) found that the introduction of mandatory 

digital financial reporting for listed companies in the United States did not initially reduce the information 

processing costs of small investors relative to large investors, whereas Bhattacharya et al. (2018, p. 60) 

identified an improvement in small investors’ responsiveness to the release of financial information. 

Ultimately, in their review of existing research, Troshani and Rowbottom (2021, p. 220) concluded that ‘there 

is consistent evidence that capital market indicators have changed after [digital financial reporting] was 

mandated’. The authors asserted that this represented improved communication of financial information 

between listed firms and capital market participants as a result of mandatory digital financial reporting.  

For report preparers, digital financial reporting would facilitate improved business information processing 

(CA ANZ and Wells 2020, p. 4). 

This evidence on the diversity of benefits associated with digital financial reporting for different parties is 

consistent with views shared by inquiry participants (box 4.3).  

 

Box 4.3 – Participants identified a range of benefits of digital financial reporting 

I regularly use information in financial reports as part of my employment and private research. 

My most common direct uses include obtaining details of a particular situation or industry 

practice … If [financial] information was in a digital financial reporting format … this would 

save time and effort, and increase the quality of research. (David Hardidge, qr. 19, pp. 2–3) 

We use the information in financial reports to identify if corporations are paying the taxes they 

are required to pay and to identify subsidiaries in secrecy jurisdictions … Digital reports would 

assist in conducting such analysis. (Tax Justice Network Australia, qr. 42, p. 2) 

The Australian Digital Health Agency uses information in financial reports to assess potential 

vendor financial health during procurement activities and for benchmarking activities. [Having 

financial reports in a] digital format would allow for easier comparison and analysis. 

(Australian Digital Health Agency, qr. 16, p. 7) 

Digital financial reporting would improve data consistency, accessibility and comparability to 

benefit a broad range of users in their decision making … automated data extraction [would 

enable] more efficient, consistent and targeted analysis. (EY Australia, qr. 27, p. 2) 

The value in digital financial reporting is in the ability of investors and other decision makers to 

compare consistently across companies. (CA ANZ, qr. 30, p. 3) 



Enhance reporting efficiency, transparency and accuracy through digital financial reporting 

75 

Government agencies are also confident they would benefit from greater uptake of digital financial 

reporting. ASIC identified that the capacity to extract data from digital financial reports would ‘provide more 

current, consistent and accurate information for risk-based targeting in ASIC surveillances’ (sub. 2, p. 2) (for 

example, as part of audit inspections). Digital financial reporting would also enable the Australian Accounting 

Standards Board (AASB) to more effectively evaluate the potential impact of changes to accounting 

standards. AASB’s submission to the Parliamentary Joint Committee on Corporations and Financial Services 

inquiry into the Regulation of Auditing in Australia stated that: 

at present, it is very difficult to obtain accurate information on how many entities in Australia might 

be applying particular accounting policies and their significance, or the type of financial 

statements prepared. (2019, p. 13) 

Evidence from taxation reporting suggests that there are sizeable benefits associated with a shift to digital 

reporting. The Australian Government’s 2010 Standard Business Reporting (SBR) reforms made it possible 

for report preparers to submit many taxation, financial and prudential reports in a digital format (PC 2012, 

pp. 103, 111). By 2012, the Australian Taxation Office (ATO) had publicly committed to making digital 

reporting the ATO’s ‘primary channel’ of communication over the coming years, with some non-digital 

reporting channels being phased out (PC 2012, p. 117). The ATO estimated that the 15 million digital 

reporting transactions made via their SBR-enabled practitioner lodgement service in 2014-15 saved report 

preparers and government $400 million, with benefits rising to $1.1 billion in 2015-16 (Cowan 2016). The use 

of SBR for taxation purposes has continued to accelerate: 593 million and 1.3 billion SBR transactions had 

been made by 2019 and 2022, respectively (ATO 2023, p. 7). 

Mandatory digital reporting of payroll information using Single Touch Payroll-enabled software has also been 

gradually implemented since July 2018 (ATO 2021). The introduction of Single Touch Payroll was expected 

to deliver $2.1 billion of savings to the Australian Government over the five years from 2018-19 (Australian 

Government 2019, p. 158).  

… and digital financial reporting potentially enables further innovations 

Most businesses in Australia do not innovate in the form of new to the world innovation. Rather, they adopt 

and adapt existing technologies. This is an important driver of productivity in the Australian economy 

(PC 2023a, p. x). Digital financial reporting is one example of this type of innovation, as Australia’s adoption 

of the technology lags almost all other major capital markets. 

Digital financial reporting is mandated in jurisdictions that together cover more than 90% of global market 

capitalisation, including the United Kingdom, United States, European Union, Japan and South Korea 

(Deloitte Access Economics 2023, p. 6; IFRS Advisory Council 2022, p. 16).13 As a result, the cost of 

extracting data from financial reports is higher in Australia than elsewhere, and this has consequences for 

report preparers. XBRL International (2024) summarised the issue as: 

Australia needs to catch up with much of the rest of the world … Australian corporates currently 

have exactly zero digital visibility.  

Similarly, CA ANZ (2025, p. 3) argued that without a transition to digital financial reporting: 

Australia’s capital market is rendered effectively invisible or at best inaccurately viewed through 

continued use of paper and online PDF financial reporting.  

 
13 The only comparable jurisdiction that also takes a voluntary approach is Canada (CA ANZ 2025, p. 6). 



Harnessing data and digital technology Inquiry interim report 

76 

Because extracting data from non-digital reports is time-consuming, when Australian financial reports are 

released, data aggregators may be forced to prioritise collecting and presenting information from Australia’s 

largest publicly listed companies. The information from smaller publicly listed companies is then provided in a 

less timely, complete or accurate fashion (or in a worst-case scenario, not provided at all) 

(XBRL International, personal communication, 2 July 2025). 

A shift to digital financial reporting will give report users access to large volumes of data (Deloitte Access 

Economics 2023, p. 12). Evidence from the United States suggests that report users have taken up the 

opportunity to conduct ‘big data’ research and analysis enabled by digital reporting. Between 2010 and 2015, 

almost 90% of the 2.3 billion search requests to Electronic Data Gathering, Analysis and Retrieval (EDGAR) 

– the database system where publicly listed entities file digital reports – were made by IP addresses 

identified as ‘robots’, with these robots often being part of projects that involve compiling and analysing large 

datasets (Hollander and Litjens 2022, pp. 8–9, 52).  

For auditors, digital reporting will encourage innovations such as ‘data-driven audit methodologies’ that are 

anticipated to make audit outcomes more precise and reliable (CA ANZ 2025, p. 8). 

Digital financial reporting also offers new opportunities for regulators. Digital financial reporting has allowed the 

US Securities and Exchange Commission (US SEC) to analyse their entire collection of submitted reports, 

including conducting automatic checks for missing disclosures and making aggregate queries relating to 

specific disclosures (such as gathering all reported research and development expenditures) (ASIC 2021). 

There is unmet demand for digital financial reports 

Australian financial report users are keen to have greater access to digital financial reports. In Chartered 

Accountants Australia and New Zealand’s (CA ANZ’s) most recent survey of retail investors, about 70% of 

investors supported making digital financial reporting mandatory, with more than half saying greater 

availability of more customised, digital financial information would improve their ability to access financial 

information ‘greatly’ or by ‘quite a bit’ (2024, p. 12). The Australian Shareholders’ Association was also 

supportive of wider adoption of digital financial reporting for listed companies, stating that it would deliver five 

primary benefits to shareholders: efficiency and accuracy, improved data quality, transparency and 

accountability, regulatory alignment and cost and analytical benefits (such as less costly data processing) 

(sub. 44, pp. 1–2). Other report users, including multiple Australian Government agencies, accounting 

bodies, auditors, and researchers have also stated their demand for digital financial reports.14 

Digital financial reporting should be the default 

To capture the benefits of digital financial reporting, the Productivity Commission recommends that it should 

be mandated. The mandate should initially cover disclosing entities as defined in the Corporations Act, which 

includes publicly listed companies and certain other public interest entities (box 4.1). 

The benefits of digital financial reporting are likely to be largest for this group of report preparers, as the pool 

of report users not only includes regulators and auditors, but analysts and investors too. Similarly, the costs 

of transitioning to digital financial reporting will be relatively lower for disclosing entities (CA ANZ 2025, 

pp. 18, 21); some are dual-listed companies that prepare digital financial reports in other jurisdictions, while 

others are already using software that can prepare digital financial reports (Workiva 2022). 

 
14 For example, AASB (2019, p. 12); ASIC (sub. 2, p. 2); CA ANZ (2025, p. 3); CPA Australia (qr. 45, p. 3); EY Australia 

(qr. 27, p. 3).  
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Mandating digital financial reporting would also give report preparers and users the certainty they need to 

invest in the infrastructure and processes that enable productive exploitation of digital financial reports, 

overcoming the coordination issues that are discussed below. Key justifications for continuing with a 

voluntary submission scheme – that digital financial reporting will eventually be widely adopted under the 

existing voluntary scheme, that the advent of artificial intelligence (AI) and other digital technologies removes 

the need for digital financial reporting and that the costs associated with preparing digital financial reports are 

excessive – are flawed, particularly if an Australian mandate is designed with the experiences of other 

jurisdictions in mind.  

Voluntary schemes do not encourage uptake 

Australia will likely never realise the benefits of digital financial reporting if the existing voluntary submission 

scheme is maintained. The PC has identified several possible reasons why there has been no uptake of 

digital financial reporting under the voluntary system. 

For report preparers, the anticipated costs of digital financial reporting have been raised as a barrier to 

adoption (although as box 4.6 outlines, these costs do not appear to be excessive). Upfront costs associated 

with software licences and staff training are estimated to be highest in the first year of preparing digital 

financial reports (Deloitte Access Economics 2023, pp. 28–29), and would add to preparers’ existing 

reporting burden, which includes: 

• the current requirement to submit financial reports in hard copy or PDF format (ASIC 2025a) 

• numerous other corporate, tax, business activity, governance and social responsibility reporting 

requirements (Group of 100, sub. 1, pp. 4–6). 

Accordingly, inquiry participants perceived ‘time and effort’, ‘high implementation costs, and potential 

challenges around software availability and a shortage of qualified personnel’ as barriers to preparing digital 

financial reports (CPA Australia, qr. 45, p. 4; The University of Sydney, qr. 21, p. 5).  

There may also be non-tangible costs associated with digital financial reporting. For example, report 

preparers may feel that publishing more structured financial data limits their ability to construct a narrative 

around their financial results, and they may also be concerned about other entities being able to analyse 

their financial information more easily, particularly in competitive markets.15  

These costs are a barrier to the uptake of digital financial reporting under a voluntary system because report 

preparers themselves may not receive significant benefits from digital reporting, particularly in the short term. 

Instead, as discussed above, the benefits of digital financial reporting accrue to a variety of report users. 

Thus, while digital financial reporting would deliver benefits to society overall, report preparers have limited 

incentives to shift to digital reporting. 

Another reason for the lack of uptake could be the coordination failures16 associated with the transition to 

digital financial reporting. Specifically, one of the benefits of digital financial reporting for report preparers – 

cheaper and quicker access to data for performance benchmarking – can only be realised once a critical 

mass of preparers submit digital financial reports. Essentially, the value of digital financial reporting to each 

 
15 As is the case with the preparer’s financial statements, there are legal consequences if the surrounding narrative is 

materially false or misleading (Corporations Act, s. 1308). 
16 Coordination failures occur where multiple parties could benefit from undertaking a particular action together but fail to 

do so. This creates a sub-optimal outcome for these parties, and for society more broadly.  
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report preparer (and to society as a whole) increases at an increasing rate as more preparers opt into it. As 

described by CA ANZ: 

there is little incentive or value in an individual company voluntarily producing a digital report 

where others do not. (qr. 30, p. 3) 

ASIC also identified a second coordination failure, between report preparers and report users. 

ASIC’s observation is that companies are not preparing digital financial reports – or, where they 

have prepared them, are not lodging them with ASIC – because investors and analysts are not set 

up to use them in Australia. However, analysts have not updated their systems because 

companies do not provide digital reports, leaving the uptake of voluntary digital financial reporting 

in Australia in a stalemate. (sub. 2, p. 2)  

These market failures make it highly unlikely that there will ever be substantial uptake of digital financial 

reporting under the current voluntary regime. This is consistent with overseas experiences (box 4.4). 

In their review of the literature relating to the adoption of digital financial reporting, Perdana et al. (2015, 

pp. 131–132) found that support from regulators and other government agencies was the most commonly 

identified factor driving uptake, and likewise, that a lack of support and pressure from government was the 

most common inhibitor. They asserted that the adoption of digital reporting is ‘inextricably linked’ with 

government policy, such as mandates (Perdana et al. 2015, p. 129). 

 

Box 4.4 – Globally, voluntary reporting schemes have seen minimal uptake 

Australia’s voluntary approach to digital financial reporting makes us a global outlier. There are some 

other jurisdictions, however, that have chosen (or in most cases, temporarily attempted) to take a 

voluntary approach. As in Australia, these voluntary schemes have been plagued by persistently low 

uptake, with several being replaced by mandates over time.  

• In Canada, uptake of voluntary digital financial reporting is higher than in Australia, but still negligible: 

in 2022, only 25 companies had submitted a digital financial report after more than a decade of it 

being possible to do so (Troshani and Rowbottom 2022, p. 7).  

• When digital financial reporting was initially voluntary for listed companies in the United States, 

uptake was low, with only 2% of companies participating in the voluntary filing program. After three 

years of the voluntary scheme, the US SEC announced a staged transition to mandatory digital 

financial reporting (Chen 2010, p. 24).  

• In South Africa, only one company had filed a digital financial report in the three years after the 

country’s voluntary filing program was introduced in 2009 (Debreceny et al. 2012, p. 51). Digital 

financial reporting was later mandated in 2018 (South African CIPC 2024). 

In fact, in their response to Treasury’s 2012 options paper on digital financial reporting, 

XBRL UK Jurisdiction (2013, p. 2) could only identify one successful large-scale voluntary scheme: the 

company accounts filing facility at UK Companies House. And that scheme cannot be considered purely 

voluntary, as it involves companies submitting digital reports to Companies House that are already being 

prepared under a mandate for His Majesty’s Revenue and Customs, another government agency.  
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Technologies such as AI are a complement, not a substitute 

The rapidly developing capabilities of AI and other digital technologies raises the possibility that they are 

adequate substitutes for digital financial reporting. These tools can make it more straightforward to extract 

information from non-digital financial reports. However, they are missing a key attribute of digital financial 

reports that is critical for conducting high-quality analysis: the structure of a taxonomy (IFRS Advisory 

Council 2022, p. 22).  

Data needs to be structured before it is analysed – for example, before algorithms are run on it. 

Consequently, AI tools are inherently constrained in their capacity to analyse unstructured data that has 

been extracted from non-digital financial reports.  

Under current policy settings, where reports are primarily submitted as non-digital PDF files, report users can 

use AI tools to extract and analyse financial information in different ways. 

First, each report user could extract financial information from reports using AI, then manually assign their 

own taxonomy to the extracted data. This limits the quality of cross-report comparisons and restricts the 

extent to which analysis undertaken by different users can be compared. This situation is also duplicative, as 

it involves every user applying AI tools to independently create their own taxonomy when working with the 

same financial reports (IFRS Advisory Council 2022, p. 22).  

Second, report users could also rely on AI tools to specify a taxonomy for the unstructured data that has been 

extracted from the non-digital PDF file. However, evidence suggests that AI tools are currently unable to 

consistently map financial information to a digital financial reporting taxonomy, and face particular difficulties 

when working with closely-aligned taxonomy items (Wang et al. 2025, p. 1). This poor performance manifests 

in absolute terms, as well as relative to the AI tools’ capacity to extract data from financial reports: while the 

best-performing large language models extract data with an accuracy rate of about 70%, they map financial 

items to the correct item in a financial reporting taxonomy at less than 20% accuracy (Wang et al. 2025, p. 9).17 

In contrast, when digital financial reports are prepared, the financial data is ‘tagged’ and structured within a 

nationally consistent taxonomy (box 4.2), ready to be analysed using AI tools. 

Thus, while AI tools may be a reasonable substitute for digital financial reports when extracting data from 

non-digital financial reports, in the case of analysing data, having data structured within a taxonomy improves 

the ease and effectiveness with which algorithms, machine learning and other techniques can be applied. 

Inquiry participants saw potential in using digital financial reports and technologies such as AI in a 

complementary way (box 4.5), and many inquiry participants recognised the need for AI tools to be 

underpinned by high-quality data.18 

 

 
17 The evaluation metric used is an F1 score: a combination of precision (the rate at which identified items have been 

identified correctly) and recall (the rate at which all items that should have been identified have been identified) (Wang et 

al. 2025, p. 15). 
18 ATN Universities (qr. 13, p. 3); Australian Information Industry Association (qr. 49, p. 6); CPA Australia (qr. 45, p. 6); 

EY Australia (qr. 27, p. 7); IoT Alliance Australia (qr. 8, p. 4); Marrickville Legal Centre (qr. 38, p. 4); Mauricio Marrone 

(qr. 28, p. 5); Salesforce (qr. 57, p. 5).  
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Box 4.5 – Inquiry participants envisaged using digital financial reports alongside AI 

As structured formats … become more widely adopted, the ability to harness AI in reviewing 

and comparing disclosures across companies will expand and offer tangible benefits to both 

institutional and retail investors. (Australian Shareholders’ Association, sub. 44, p. 2) 

[Digital financial reporting could] … enable the use of advanced technology tools, such as AI, 

to more effectively identify trends or anomalies and generate deeper insights across large 

datasets, which in an audit sense could help drive the audit strategy and focus areas. 

(EY Australia, qr. 27, p. 3) 

The main difference in the use of digital reports compared to other formats is that AI solutions 

work more effectively with digital reports. To date, we have found the use of AI to extract 

information from PDF financial reports to be unreliable. (The University of Sydney, qr. 21, p. 5) 

 

For report preparers, there may be long-term cost savings 

There are material costs associated with transitioning to digital financial reporting – report preparers 

anticipate needing to make ‘upfront investment[s] in systems, processes, and staff training’ (Group of 100, 

sub. 1, p. 2). However, there is evidence to suggest that over the longer term, the cost of digital reporting is 

comparatively lower than hard copy or PDF reporting. 

Deloitte Access Economics estimated that an average large Australian company’s first digital financial report 

submission would cost $76,000, with subsequent submissions costing $25,000 (2023, p. 29).19 In 

comparison, Treasury estimated that the average annual cost of preparing and auditing non-digital financial 

reports for large companies was about $37,000 (2019).  

In the United States, Harris and Morsfield (2012, p. 23) found similar short-term and long-term effects for 

report preparers: while most preparers considered the initial costs of digital financial reporting to be 

substantial, preparers also reported significant improvements in the efficiency of their reporting processes 

after moving ‘beyond the initial implementation’ period.  

International evidence also indicates that the cost of digital financial reporting is not excessive and, in the 

case of the United States, is falling over time (box 4.6).  

 

 
19 A company is ‘large’ if it meets at least two of three thresholds: consolidated revenue of $50 million or more, 

consolidated gross assets of $25 million or more and 100 or more employees (Treasury 2019). 
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Box 4.6 – International evidence indicates that the cost of preparing digital financial 

reports is not excessive 

It is difficult to provide a single estimate of the costs associated with a transition to digital financial 

reporting for report preparers in Australia. This is because many factors influence the cost of digital 

financial reporting for each preparer, including:  

• the number of data points within the report 

• the size and industry of the report preparer 

• the number of users of the software being used for digital report preparation 

• the extent to which the preparation of digital reports is outsourced (US SEC 2024b, p. 6).  

United States 

In 2019, Nasdaq surveyed more than 100 listed companies about the cost of preparing digital financial 

reports. For these companies, the median cost was $7,500 USD per quarter (Nasdaq 2019, p. 12). And 

in 2023, the US SEC estimated that smaller filers generally pay between $1,500 USD and $5,000 USD 

per year to prepare digital financial reports (either by outsourcing or preparing them in-house using 

appropriate software), while larger filers typically pay between $5,000 USD and $30,000 USD annually 

(US SEC 2024b, p. 6).a Moreover, a 2018 study found that the average annual cost of preparing digital 

financial reports declined by 45% between 2014 and 2017 (AI CPA and XBRL International 2018, p. 1). 

European Union 

Prior to the introduction of mandatory digital financial reporting in the European Union, the European 

Securities and Markets Authority estimated the associated compliance costs for report preparers. The 

2016 study found that for report preparers outsourcing the tagging process, their first submission was 

expected to cost EUR 8,200, with subsequent submissions costing EUR 2,400 (ESMA 2016, p. 64). For 

report preparers producing digital financial reports in-house, their first and subsequent submissions were 

estimated to cost EUR 13,000 and EUR 4,600, respectively (ESMA 2016, p. 65). More recently, German 

report preparers reported higher compliance costs of about EUR 18,000 annually (Accounting Standards 

Committee of Germany 2025, p. 23). 

a. Smaller filers are entities with a public float of less than $250 million or less than $100 million in annual revenues 

(and either no public float or a public float of less than $700 million) (US SEC 2024c). 

 

 
Draft recommendation 4.1 

Make digital financial reporting the default 

The Australian Government should make the necessary amendments to the Corporations Act 2001 (Cth) 

and the Corporations Regulations 2001 (Cth) to make digital financial reporting mandatory for disclosing 

entities. The requirement for financial reports to be submitted in hard copy or PDF format should also be 

removed for those entities. 
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The PC is seeking feedback on implementation issues 

What should the scope of a digital reporting mandate be? 

Draft recommendation 4.1 is for digital financial reporting to be mandated for disclosing entities, including 

publicly listed companies and other public interest entities (box 4.1). The PC is seeking feedback on whether 

that is the right scope for the mandate. For example, the mandate could potentially be applied to a wider set 

of reporting entities, such as large proprietary companies.  

The PC is also seeking feedback about whether a phased approach to implementation is needed, as 

suggested by some inquiry participants (EY Australia, qr. 27, p. 3; Group of 100, sub. 1, p. 3).  

Draft recommendation 4.1 is about financial reporting. The PC is seeking feedback on whether a digital 

reporting mandate should be applied to other types of reporting, such as sustainability reporting. For 

example, report preparers in the European Union will soon be required to submit their sustainability reports 

in a digital format (EC 2025b, pp. 22–23).  

What is needed to support high-quality financial data? 

The PC is seeking feedback on whether there are any barriers that would prevent digital financial reporting 

from improving the quality and availability of financial data. Realising the benefits of digital financial reporting 

depends on how useful the reports are to users, and regulatory support for data quality has been important 

overseas (box 4.7). In particular, the PC is seeking feedback on whether Australia’s digital reporting 

taxonomy and regulatory requirements around reporting quality are adequate to enable the preparation 

and submission of high-quality financial data. 

 

Box 4.7 – Institutional support for data quality is important 

While the first year of mandatory digital financial reporting in the United States was accompanied by 

significant concerns about data quality – one quarter of submissions in the first year of the mandatory 

scheme were found to have calculation errors (Debreceny et al. 2010, p. 303) – over time, as report 

preparers have gained experience and software has been enhanced, reporting errors have fallen 

(Debreceny et al. 2010, p. 297; Du et al. 2013, p. 63; Foshag 2025, p. 60). 

In particular, there has been a steep decline in reporting errors since 2020 (Foshag 2025, p. 60). This 

has been attributed to the integration of a number of data quality rulesa within Electronic Data Gathering, 

Analysis and Retrieval (EDGAR), the submission portal for financial reports used in the United States 

(Foshag 2025, p. 20). Essentially, report preparers began receiving warning messages when data quality 

rules were not being met in their financial reports (Foshag 2025, p. 10). This is hypothesised to have not 

only improved report preparers’ awareness of data quality rules, but also increased their capacity to 

detect and remediate errors before financial reports were submitted (Foshag 2025, p. 20).  

a. Examples of data quality rules include that values that are part of an accounting constant should be consistent 

within a financial report (for example, Assets = Liabilities + Equity), and that dates associated with subsequent 

events or forecasts must be on or after the reporting period end date (XBRL US 2016, 2019). 
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Australia’s digital financial reporting taxonomy  

The preparation of digital financial reports relies on the existence of a taxonomy, a data dictionary of 

definitions and terminology used in financial reporting. Australia’s business-to-government digital reporting 

taxonomy was created as part of the 2010 Standard Business Reporting reforms, and covers financial, 

prudential and taxation reporting. The taxonomy standardised commonly-used terms and definitions across 

approximately 400 government reports and reduced the number of unique data elements from more than 

25,000 to about 6,000 (PC 2012, pp. 103, 111, 114). 

ASIC has been updating the digital financial reporting taxonomy annually since it was made available in 

2010. This taxonomy, referred to as the ‘IFRS AU Taxonomy’, is derived from the International Financial 

Reporting Standards (IFRS) Taxonomy, with some additional tags for Australia-specific disclosure 

requirements (ASIC 2025a).  

Australia’s digital financial reporting taxonomy should remain aligned with the IFRS taxonomy under a 

mandatory reporting scheme, as this would reduce compliance costs. This is because digital financial 

reporting in other jurisdictions – for example, foreign entities reporting to the US SEC – is in some cases 

based on IFRS taxonomies (US SEC 2024a).  

The taxonomy must also be consistent with Australian Accounting Standards. While the Standards do not 

prescribe that financial reports are prepared in any particular format, the Corporations Act (s. 296(1)) does 

require that financial reports – and by extension, the taxonomy underlying them – be prepared in accordance 

with the Standards.  

Regulatory requirements affecting quality 

Australia’s financial reporting legislative framework already contains regulatory requirements to ensure that 

submitted reports are of high quality. This includes requirements in relation to the accuracy of data, audit 

processes and compliance with accounting standards (box 4.1). The PC is seeking feedback on whether 

additional regulatory requirements or architecture are needed to deal specifically with the quality of digital 

financial reports. For example, the PC has identified two considerations.  

• Report quality can be improved by using automatic validation checks when reports are submitted. For 

example, when submitting digital financial reports via the US SEC’s EDGAR platform, report preparers 

receive error messages when required tags are missing, or where a negative value has been entered for a 

value that must be zero or positive (US SEC 2025). 

• The use of extensions (where a report preparer tags data as belonging to an additional item that is not part 

of the defined taxonomy) provides report preparers with greater flexibility, but reduces the comparability of 

financial reports (Perdana et al. 2015, p. 134). Globally, requirements regarding extensions are varied, with 

different jurisdictions choosing to deny, restrict or enable preparers’ use of extensions (Troshani and 

Rowbottom 2022, p. 12). Both the United States and United Kingdom have experienced issues with reports 

containing unnecessary extensions, where data has been tagged with an extension despite an appropriate 

tag existing in the taxonomy. This needlessly reduces the comparability of financial reports, although it does 

appear to be becoming less common over time (Hoitash et al. 2020, p. 16; UK FRC 2025).  
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What format should be adopted? 

The PC is seeking feedback on whether there should be a prescribed format for digital financial reporting in 

Australia. Digital financial reports can be prepared in different formats, including as eXtensible Business 

Reporting Language (XBRL) or inline XBRL (iXBRL) files (Troshani and Rowbottom 2022, p. 5). 

• In XBRL files, financial information appears in a code format (Troshani and Rowbottom 2022, p. 5). This 

means that the information can be read by machines (like computers) but must be translated into a 

different format (like an Excel file) before it is easily readable by humans.20 In jurisdictions where digital 

financial reports have been submitted as XBRL files – such as the United States prior to 2018 – report 

preparers have also generally continued submitting additional non-digital, human-readable reports, such 

as HTML files (Hoitash et al. 2020, p. 14).  

• In iXBRL files, the digital financial information is interactively embedded in a document that can be read 

like a standard document, so the reports are both human-readable and machine-readable (Troshani and 

Rowbottom 2022, p. 5). In several jurisdictions where digital financial reporting is mandatory – including 

the United States, United Kingdom, Japan and South Africa – reports must be submitted in iXBRL format 

(IFRS Foundation 2024, p. 5; South African CIPC 2024; UK FRC 2025; Wang et al. 2024, p. 2).  

The key advantage of iXBRL files relative to XBRL is that they ‘cater to the needs of both humans and 

machines’ (Troshani and Rowbottom 2022, p. 17).  

• Report preparers only need to prepare and submit a single financial report and can construct a narrative 

around their financial results as they do with non-digital financial reports. 

• Report users wishing to utilise both the digital and non-digital information from a financial report only 

need to review a single file. Users who want to continue engaging only with non-digital information can 

also do so, as iXBRL files can be read like a standard document.  

• For regulators, evidence from the United States indicated that the adoption of iXBRL reporting – relative to 

XBRL reporting – was associated with improved review efficiency by the US SEC, the nation’s corporate 

regulator. Wang et al. (2024, pp. 4–6) found that the US SEC was more likely to issue comment letters21 to 

entities that submitted iXBRL reports, particularly during busy periods. Relative to other comment letters, the 

comment letters sent to these entities also covered a broader range of topics and were produced in less time.  

How should digital financial reports be submitted and accessed? 

Submitting reports 

When digital financial reporting was first made available in 2010, ASIC maintained an online submission 

portal. From 2020, given no entities had submitted digital financial reports and the costs involved in 

maintaining the portal, ASIC moved to accepting digital financial reports by email (ASIC, 

personal communication, 18 July 2025).22 

As a shift to mandatory digital financial reporting would involve a significant increase in the volume of digital 

financial reports received by ASIC and market operators, the PC is seeking feedback on how the reports 

should be submitted under a mandatory scheme.  

 
20 A human-readable version of an XBRL file will also only include raw financial information and will therefore not contain 

a narrative surrounding the financial results. 
21 Comment letters are written feedback and guidance provided to entities after the US SEC has reviewed their filing 

(Wang et al. 2024, p. 1). 
22 Non-digital financial reports are lodged via an online portal maintained by ASIC, or directly to a market operator (such 

as the Australian Securities Exchange) for publicly listed companies (ASIC 2018).   
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More uptake of, or mandating digital financial reporting would require the implementation of a new online 

lodgement portal. The rollout of multiple portals may also be preferred, as maintaining dual lodgement relief 

– where preparers that lodge financial reports with a market operator (such as the Australian Securities 

Exchange) do not also need to lodge financial reports with ASIC – would reduce publicly listed preparers’ 

reporting burden. As discussed in the next section, an appropriately designed portal would also ensure that 

the digital financial reports are readily accessible to report users.  

Accessing reports 

Currently, financial reports are publicly available via ASIC for a fee (ASIC 2025b). Some companies also 

publish financial reports on their website. 

The PC’s present view is that it is important for digital financial reports to be both publicly and freely 

available. The site holding the reports should also have Application Programming Interfaces (APIs) that allow 

the reports to be downloaded. This is because realising the benefits of digital financial reporting hinges on 

financial information being easily accessible to report users (CA ANZ 2025, p. 21). 

The Corporations (Fees) Regulations 2001 (Cth) (schedule 2, item 16) specifies the fee that ASIC must charge 

for document access. Providing a ‘free access’ portal where costs are not directly recovered via search fees 

would therefore require amendments to the regulations. The PC is seeking further feedback on this matter.  

Are further steps needed to ease the reporting burden for 

preparers?  

As discussed above, there will be costs associated with a transition to mandatory digital financial reporting, 

particularly for report preparers (box 4.6). Inquiry participants have suggested that appropriate lead times and 

support mechanisms – such as training programmes, guidance documentation and access to implementation 

specialists – would assist report preparers to transition to digital financial reporting (CPA Australia, qr. 45, 

p. 4; Group of 100, sub. 1, p. 3). It has also been suggested that there is scope to streamline other reporting 

requirements, which could further ease the reporting burden for report preparers (Group of 100, sub. 1, p. 3; 

Property Council of Australia, qr. 64, p. 3). The PC is seeking feedback on these issues. 

 

 
Information request 4.1 

The PC is seeking feedback on the implementation of mandatory digital financial reporting. 

• Who should be required to submit digital financial reports? Should implementation be phased? 

• Are there other reports that should be submitted digitally? 

• What can be done to enable high-quality reporting and the production of high-quality data? For 

example, is the digital reporting taxonomy adequate?  

• Should report preparers be required to prepare their digital financial reports in XBRL format, iXBRL 

format, either format or a different format? 

• How should digital financial reports be submitted? How should they be made available to the public?  

• What should be done to ease the reporting burden for preparers? 
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A. Public consultation 

This appendix outlines the consultation process and lists the organisations and individuals who participated 

in the inquiry. The PC received the terms of reference for this inquiry on 13 December 2024. The PC met 

with 84 individuals and organisations (table A.1). A consultation questionnaire was released on 19 May 2025 

seeking feedback on specific aspects of our policy reform areas. In total, 75 responses to the questionnaire 

(table A.2) were received. An additional 46 submissions were received via email (table A.3). The 

questionnaire responses and submissions are available at: engage.pc.gov.au/projects/data-digital.  

The PC would like to thank everyone who has participated in this inquiry. 

Table A.1 – Consultations 

Participants 

Amazon AU 

ARC Centre of Excellence for Automated Decision-Making and Society (ADM+S) 

Associate Professor Katharine Kemp 

Association for Data-driven Marketing and Advertising (ADMA) 

Australian Banking Association (ABA) 

Australian Communications and Media Authority (ACMA) 

Australian Communications Consumer Action Network (ACCAN) 

Australian Competition and Consumer Commission (ACCC) 

Australian Computer Society (ACS) 

Australian Copyright Council (ACC) 

Australian Council of Trade Unions (ACTU) 

Australian Financial Security Authority (AFSA) 

Australian Government Attorney-General's Department (AGD) 

Australian Government Department of Finance 

Australian Government Department of Home Affairs 

Australian Government Department of Industry, Science and Resources (DISR) 

Australian Government Department of Infrastructure, Transport, Regional Development, Communications, Sport and 

the Arts (DITRDCSA) 

Australian Government Treasury 

Australian Information Industry Association (AIIA) 

Australian Institute of Company Directors (AICD) 

Australian Mobile Telecommunications Association (AMTA) 

https://engage.pc.gov.au/projects/data-digital
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Participants 

Australian Securities and Investments Commission (ASIC) 

Australian Securities Exchange (ASX) 

Australian Shareholders' Association (ASA) 

Bill Hero 

Biza.io 

Bureau of Communications, Arts and Regional Research (BCARR) 

Business Council of Australia (BCA)  

Challenge Networks 

Chartered Accountants Australia and New Zealand (CA ANZ) 

CHOICE 

Commonwealth Bank of Australia (CBA) 

Communications Alliance 

Connected Farms 

Consentic 

Consumer Policy Research Centre (CPRC) 

Copyright Agency 

Data Standards Body 

Data Transfer Initiative (DTI) 

Data61 

Delia Rickard 

Deloitte 

Department for Business and Trade (United Kingdom) 

Digital Industry Group Inc. (DIGI) 

Dr Bill Roberts 

Dr Ian Oppermann 

Energy Flex 

FinTech Australia 

Glenn Cooper 

Google Australia and New Zealand 

Group of 100 

Helios Salinger 

Hon Dr Andrew Leigh MP  

Honorary Associate Professor Glenn Archer 

Inrupt 

Jobs and Skills Australia (JSA) 
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Participants 

Mastercard (Australasia) 

Medical Software Industry Association (MSIA) 

Meta 

Microsoft 

National Australia Bank (NAB) 

National Farmers’ Federation (NFF) 

Nordic Institute for Interoperability Solutions (NIIS) 

Office of the Australian Information Commissioner (OAIC) 

Office of the National Data Commissioner (ONDC) 

Open Banking Limited 

OpenAI 

Peter Harris 

Philip Coppel KC 

Professor Jeannie Paterson 

Professor Joshua Gans 

Professor Lauren Willis 

Professor Nicole Gillespie and Dr Steve Lockey 

QBE Insurance Group 

Quantium 

Rigby Cooke Lawyers 

Solar Analytics 

The Tech Council of Australia (TCA) 

Therapeutic Goods Administration (TGA) 

Vocus 

WeMoney 

Woolworths Group 

XBRL International 

Xero 
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Table A.2 – Questionnaire responses 

Participants qr no. 

Aidan O'Shaughnessy 2 

Atlassian Pty Ltd 50 

ATN Universities 13 

Australasian Performing Right Association Ltd (APRA AMCOS) 58 

Australian Copyright Council (ACC) 72 

Australian Digital Health Agency 16 

Australian Industry Group (Ai Group) 48 

Australian Information Industry Association (AIIA) 49 

Australian Production Design Guild (APDG) 6 

Australian Publishers Association & Australian Society of Authors 39 

Australian Recording Industry Association of Australia (ARIA) and the Phonographic Performance Company 

of Australia Ltd (PPCA) 

65 

Australian Retail Credit Association (Arca) 61 

Australian Smart Communities Association (ASCA) 14 

Australian Writers' Guild, Australian Writers' Guild Authorship Collecting Society, Australian Guild of Screen 

Composers, Australian Screen Editors, Australian Screen Directors Authorship Collecting Society & 

Australian Directors' Guild 

12 

Business Software Alliance (BSA) 73 

Cancer Council Australia 11 

Chartered Accountants Australia and New Zealand (CA ANZ) 30 

Chegg 25 

Copyright Agency 7 

CPA Australia 45 

Creative Australia 62 

David Hardidge 19 

Digital Health Cooperative Research Centre (DHCRC) 74, 75 

Engineers Australia 59 

EY Australia 27 

FinTech Australia 66 

Frollo Australia Pty Ltd 55 

Global Shield Australia 46 

Good Ancestors Policy 5 

GS1 Australia 63 

Heavy Vehicle Industry Australia (HVIA) 20 
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Participants qr no. 

Insurance Council of Australia (ICA) 29 

Intuit Australia 36 

IoT Alliance Australia 8 

KPMG Australia 60 

Lee Reynolds 4 

Maritime Union of Australia (MUA) 71 

Marrickville Legal Centre 38 

Master Electricians Australia (MEA) 51 

Mauricio Marrone 28 

Medical Software Industry Association (MSIA) 70 

Microsoft 52 

Moira Scerri 53 

Montu Group Pty Ltd 35 

Mortgage & Finance Association of Australia (MFAA) 67 

Murdoch Children's Research Institute (MCRI) 34 

Myna Group 54 

MYOB 31 

National Growth Areas Alliance (NGAA) 43 

Ojasvi Rana 68 

Property Council of Australia 64 

Regional Universities Network (RUN) 22 

Roche Diagnostics 33 

Salesforce 57 

Schools Copyright Advisory Group (CAG Schools) 40 

Screenrights 17 

Social Ventures Australia (SVA) 26 

Super Members Council (SMC) 37 

TAFE Copyright Advisory Group (CAG TAFE) 41 

Tax Justice Network Australia 42 

The George Institute for Global Health 32 

The Tech Council of Australia (TCA) 69 

The University of Sydney 21 

Uniting Church in Australia, Synod of Victoria and Tasmania 44 

Visa 24 

Workday Australia 56 
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Participants qr no. 

Xero 18 

Anonymous 1 

Anonymous 3 

Anonymous 9 

Anonymous 10 

Anonymous 15 

Anonymous 23 

Anonymous 47 

Table A.3 – Submissions 

Participants Sub no. 

Amazon AU 33 

ARC Centre of Excellence for Automated Decision-Making and Society (ADM+S) 14 

Association for Data-driven Marketing and Advertising (ADMA) 46 

Australian Academy of Science (AAS) 38 

Australian Academy of Technological Sciences & Engineering (ATSE) 12 

Australian Chamber of Commerce and Industry (ACCI) 19 

Australian Communications Consumer Action Network (ACCAN) 37 

Australian Council of Trade Unions (ACTU) 31 

Australian Film/TV Bodies 40 

Australian Financial Markets Association (AFMA) 27 

Australian Information Industry Association (AIIA) 4 

Australian Institute of Company Directors (AICD) 18 

Australian Retailers Association and National Retail Association 21 

Australian Securities and Investments Commission (ASIC) 2 

Australian Shareholders’ Association (ASA) 44 

Australian Small Business and Family Enterprise Ombudsman (ASBFEO) 43 

Bunnings Group 22 

Business Council of Australia (BCA) 16 

Chamber of Commerce and Industry Western Australia (CCIWA) 25 

Civil Contractors Federation Australia Ltd (CCF) 8 

Coca-Cola System 17 

Commonwealth Bank of Australia (CBA) 35 

Council of Small Business Organisations Australia (COSBOA) 30 
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Participants Sub no. 

Digital Economy Council of Australia (DECA) 15 

Digital Industry Group Inc. (DIGI) 42 

Free TV 10 

Google Australia and New Zealand 32 

Governance Institute of Australia Ltd 28 

Group of 100 1 

Group of Eight Australia (Go8) 41 

GS1 Australia 9 

Heavy Vehicle Industry Australia (HVIA) 6 

HumanAbility 3 

Lite n Easy 5 

Master Builders Australia 34 

Mastercard (Australasia)  26 

Maurice Blackburn 24 

Meta 39 

National Electrical and Communications Association (NECA) 11 

NewDirection Care  20 

Regional Australia Institute (RAI) 13 

Screen Producers Australia (SPA) 45 

Telstra 36 

The Pharmacy Guild of Australia 29 

The Smith Family 23 

Woolworths Group 7 
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B. Modelling the benefits of data 

and digital reforms 

B.1 Summary 

Every year, more data is produced (PM&C 2021, p. 11), more goods and services move online (ABS 2024d, 

table 23) and new technologies like artificial intelligence (AI) offer new opportunities to leverage data. It 

follows that the free flow of data will likely be an important driver of growth in the Australian economy. In this 

context, this appendix attempts to quantify the potential contribution to economic growth of the policy reforms 

considered in this report. 

The Productivity Commission has produced three quantitative indicators that contextualise potential reform 

benefits. These are subject to significant uncertainty, and we welcome feedback – including about data and 

methodology – that could be used to refine and improve these estimates. 

Improved use of data (section B.2). Within the next decade, unlocking data through new regulatory pathways 

for data access, outcomes-based privacy regulation and digital financial reporting (chapters 2 to 4) may yield 

benefits on the order of a 0.5% increase in whole economy labour productivity, or $13 billion annually. Beyond 

the next decade, productivity gains may be even greater due to higher innovation and increasing digitisation. 

Reduced privacy compliance burden (section B.3). Under the status quo, an estimated 10,000 firms with 

turnover of at least $50 million are affected by the Privacy Act 1988 (Cth). Collectively, direct ongoing 

expenditure on privacy could be on the order of $2 billion, with additional one-off and indirect costs. The 

Privacy Act also affects an estimated 267,000 smaller firms, however, costs for individual firms are unknown, 

and hence we have not produced a cost estimate. 

Artificial intelligence (section B.4). Estimates suggest that AI could improve multifactor productivity by 0.5% 

to 13% over the next decade, although the PC considers gains of at least 2.3% likely. This could translate to 

an additional 4.3% labour productivity, contributing $116 billion to GDP. 

These indicators have different scopes (figure B.1). While the PC has estimated direct reform benefits arising 

from improved use of data, the PC has not been able to directly estimate the impacts of privacy or AI 

reforms. Instead, the PC has considered the productivity impacts of the Privacy Act and AI, which are useful 

benchmarks for understanding potential reform impacts. 
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Figure B.1 – Significant opportunities are available 

 

B.2 Improved use of data 

Reforms that improve access to data, reduce the burden of privacy regulation and mandate digital financial 

reporting will help unlock Australian data and boost productivity. 

• New regulatory pathways for data access can drive the creation of more personalised and effective 

products and services, spurring competition and innovation. 

• Privacy regulation that gives firms more options about how they achieve privacy outcomes can facilitate 

innovative uses for data where current privacy regulations make it unnecessarily difficult to share and use data. 

• Digital financial reporting increases the efficiency, transparency and accuracy with which data in financial 

reports is prepared, extracted and analysed. 

Estimated gains from data vary heavily based on methodology 

Taking a growth accounting approach implies benefits below 0.5% of GDP. Smedes et al. (2022, table 3) 

estimated that data production and analysis were worth 8.5% to 11.1% of investment in 2016. If data 

contributes about 10% to capital services (that is, assuming data’s 10% share of investment corresponds to 

10% of capital services flows),23 then a growth accounting framework might imply that a (relatively high) 10% 

increase in the value generated by data would be required for about a 0.5% increase in aggregate 

productivity.24 However, such an approach might not account for particularly valuable uses for data. 

Examining potential uses for data implies benefits worth at least 1% of GDP. An OECD (2019, p. 60) 

literature review found benefits from public and private sector data access and sharing worth 1% to 2.5% of 

GDP (with a few studies as high as 4%), while Lateral Economics (2014, p. x) estimated that reinvigorated 

open data policies could contribute about 1% to Australian GDP. For specific data uses, White et al. (2021, 

p. 10) estimated a 1 to 1.5% increase in GDP from open financial data (for the United Kingdom, United 

 
23 Capital services refer to the flow of services (value) from capital. Ideally, capital services would be calculated based on 

the capital stock associated with data, but Smedes et al.’s (2022) estimates of the capital stock related to data were very 

sensitive to the assumed asset life of capital and the assumed rate of cost inflation. Instead, the share of investment may 

be a rough proxy for the share of capital services, although data investment may have increased by a percentage point 

or two since 2016 (data had already grown from 7.0% to 9.1% of investment in 2011). 
24 A 10% increase in the value generated by data would equal a 1% increase in capital services (as 10% of capital 

services would increase by 10%). With a 47% capital share of output (ABS 2025d, table 2) this would produce a 0.5% 

increase in output (% ∆output = % ∆productivity + 0.53 × % ∆labour + 0.47 × % ∆capital and hence 0.47 × 1% = 0.47%). 

Proportionate AI policy
Flexible privacy 
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Digital financial 
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costs more than $2 
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Improved AI uptake
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$116 billion to GDP 
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States and European Union) and Deloitte Access Economics (2023, p. 14) estimated a $6 billion increase in 

GDP (0.2% of 2024 GDP; ABS 2025b, table 1) from the digital financial reporting data of large Australian 

companies.25 

These types of benefit estimates are highly dependent on the details of each policy, and the costs of 

implementing that policy – which can be sizeable. For example, costs to implement the Consumer Data Right 

in Australia exceeded expectations, with large data holders reporting costs above $100 million each 

(Treasury 2023b, p. 2). 

There are reasons to think the total social value of data is greater than its private value. Data is non-rival and 

can be used to improve decision making. This results in increasing social returns to scale (Jones and 

Tonetti 2020) and hence the social value generated by data may exceed its private cost26 (OECD 2022b, 

p. 15). For instance, small changes in financial data access arrangements can have significant effects on 

access to capital (Li et al. 2012) and productivity (Liu and Zhang 2024). Similarly, data from the Australian 

Census improves government decision making, resulting in $6 of returns for every $1 of costs (Lateral 

Economics 2019, p. 9). 

Reform benefits may be on the order of a 0.5% increase in 

productivity within the next decade and will continue to grow 

Over the next decade, the PC considers a 0.5% increase in labour productivity (worth $13 billion relative to 

Australia’s $2.67 trillion 2023-24 GDP; ABS 2025b) to be indicative of reform benefits. These benefits are a 

midpoint between a more conservative growth accounting approach and more optimistic estimates based on 

the value of data. Apportioning these benefits may imply gains on the order of $1 to $10 billion per reform.27 

While these estimates are subject to significant uncertainty, examples of reforms and reform proposals 

concerning data policy show the benefits can be significant. 

• New regulatory pathways for data access would involve a suite of targeted reforms and sharing initiatives. 

To take one example, electronic medical records could save $5 billion per year by reducing the length of 

time patients spend in hospital (PC 2024b). While some benefits may be offset by implementation costs, 

large opportunities are available. 

• Privacy regulation can have a substantial effect on technology and data firms. For instance, the EU General 

Data Protection Right imposed substantial costs on these firms, leading to EU technology venture investment 

falling by 24% relative to the US (Jia et al. 2021, p. 4) and entry of apps into the global market falling by half 

(Janssen et al. 2022). By moving to an outcomes-based approach to privacy regulation, Australia can avoid 

such costs and enable firm data use, on which the delivery of services to consumers is based. 

• Deloitte Access Economics (2023, p. 14) modelling suggested the benefits from the digital financial report 

data of large Australian companies28 may add $6 billion to GDP (non-data related benefits could add an 

additional $1.7 billion).3 

 
25 Total modelled benefits were $7.7 billion. 78% were due to data access: 74% because the cost of capital falls when 

financial analysts get better data access and 4% from efficiency gains to auditors and regulators. 22% were not 

attributable to data access and were mostly due to easier preparation of financial reports. 
26 The total social costs of data may also exceed its total social benefits in certain scenarios, such as where there are 

significant impacts on privacy. 
27 For instance, if each reform contributes 10% to 75% of total benefits. 
28 The benefits were modelled based on a digital financial reporting mandate being applied to all Australian businesses 

with more than $50 million in annual revenue, one of the three thresholds that defines a ‘large company’, with large 

companies needing to meet two of these three thresholds (Deloitte Access Economics 2023, p. 28; Treasury 2019). 
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In the long run, greater benefits may accrue where data unlocks additional innovation. Data directly 

contributes to research and innovation (PC 2017, pp. 108, 115–116), but data access also indirectly boosts 

innovation through access to credit29 and increased competition (OECD 2021b). 

B.3 Reducing privacy compliance burdens 

The Privacy Act imposes two main costs: compliance costs and opportunity costs (which include reduced 

use of data). Compliance costs consist of the activities firms undertake to fulfil their regulatory obligations. 

For instance, hiring lawyers to help understand regulation, managing responsibilities through internal 

processes or building privacy compliant products. Opportunity costs refer to forgone benefits, such as where 

regulations prevent the use of data or creation of innovative products. Reforms may be able to reduce both 

these costs without reducing privacy protections where regulatory flexibility is improved. 

A conservative estimate of compliance costs is about $2 billion annually but costs could be many billions 

higher. These costs are for the approximately 10,000 firms holding personal information with turnover of at 

least $50 million (large firms may be most able to utilise outcomes-based regulatory pathways) and may 

exclude one-off costs, second order distortions and be vulnerable to some underreporting bias. Costs for the 

267,000 smaller firms also affected by the Act (that is, firms with Privacy Act responsibilities but less than 

$50 million in turnover) are also likely significant. 

The PC has not estimated opportunity costs directly resulting from the Privacy Act. However, the value of 

data unlocked through privacy reforms may be on the order of $1 to $10 billion (section B.2). Nonetheless, 

this figure only covers opportunity costs relating to the use of data. 

Measured privacy protection costs 

Methodology 

The Privacy Act predominately covers large firms (OAIC 2023b). While most small businesses are exempt 

(where turnover is less than $3 million), small businesses in some sectors are still covered. For instance, 

private sector health service providers (including medical practitioners, gyms, childcare centres and private 

educational institutions), credit reporting bodies, contracted service providers for the Australian Government 

and employee associations are all covered. For large organisations, certain exemptions may also apply, 

such as for state and territory governments, political parties, public universities except the Australian 

National University, public schools and media organisations. 

To estimate the number of affected businesses, the PC sourced data from the Counts of Australian 

Businesses and the Business Longitudinal Analysis Data Environment (BLADE). BLADE was preferred for 

businesses with turnover of at least $3 million due to the improved granularity of data, while the Counts of 

Australian Businesses was used for smaller firms as it is a public, ABS-vetted data source. Firm counts were 

then multiplied by the assumed number of firms holding personal information, which was extrapolated to 

Australia from the UK Business Data Survey, because such information is not available in Australia. 

 
29 19% of Australian businesses reported lack of access to funds as a barrier to innovation (ABS 2024a, table 2). Data 

access arrangements can improve access to credit (White et al. 2021, p. 6).  
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Costs for large firms were sourced from IAPP and EY (2022), an international survey of privacy 

professionals. These costs were converted to AUD, inflated to 2023-24 dollars and then scaled down by a 

factor of five30 to account for the fact that the IAPP-EY sample was focused on privacy active firms.31 

Findings 

These estimates imply a cost on the order of $2 billion annually for the estimated 10,000 businesses32 with 

turnover of at least $50 million who hold personal information (table B.1). But this estimate is imprecise. The 

proportion of firms holding data is drawn from the United Kingdom and costs are from overseas privacy-active 

firms (but are scaled down to reflect all Australian firms holding data). However, it is unlikely that the average 

large data holding Australian firm spends more on privacy than the average privacy intensive firm worldwide. 

Under this assumption, $9 billion33 seems like a reasonable upper bound for privacy expenditure. While 10,000 

is a small proportion of the firms covered, these firms account for a sizeable proportion of economic activity.34 

Limited evidence is available for the costs among the estimated 267,000 businesses35 with turnover below 

$50 million who are affected by the Privacy Act. PC calculations based on IAPP and EY (2022, p. 46) 

suggest large economies of scale for privacy expenditures, with the largest firms (revenue at least US$20 

billion) spending less than 0.02% of revenue and the smallest (revenue less than US$100 million) spending 

at least 0.5% of revenue. However, smaller firms are less likely to hold data (DSIT 2024) and may be less 

privacy mature (Helios Salinger 2025, p. 7) resulting in lower expenditure.   

 
30 While the choice of a scaling factor was somewhat arbitrary, scaled results represent an order of magnitude for 

measured costs. Unscaled costs represent an upper bound for measured costs. 
31 The IAPP-EY sample was drawn from privacy compliance professionals, meaning it was focused on firms where 

privacy costs were likely disproportionately high. 
32 6,303 + 3,108 + 679 (table B.1). 
33 Multiplying unscaled costs from IAPP and EY (2022) by the count of firms equals $9 billion. This is a reasonable upper 

bound as it is likely that the largest bias affecting this number is the privacy intensive nature of the sample, leading to an 

overestimation of costs. 
34 The total income across businesses in 2023-24 was $5.3 trillion (ABS 2025a, table 1), while multiplying out the lower 

bound turnovers by the count of firms with at least $50 million in turnover holding data in table B.1 implies at least 

$1.46 trillion, or at least 28%. 
35 159,000 + 107,575 (table B.1). 
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Table B.1 – Compliance costs for the largest firms may be on the order of $2B annually 

Privacy cost estimates for firms by size, 2023-24 

 

Potentially covered 

businessesa 

Businesses holding 

personal informationb Cost per businessc Total cost 

<$3Md 
177,000 159,000 Unknown Unknown 

$3M to <$50M 134,469 107,575 Unknown Unknown 

$50M to <$150M 7,003 6,303 $150,000 $945M 

$150M to <$1B 3,453 3,108 $170,000 $528M 

At least $1B 754 679 $500,000 $340M 

Total 322,679 276,965  >$1.8B 

a. Businesses include companies, partnerships, sole traders and trusts. b. In the United Kingdom, 56% of businesses with no 

employees, 62% of those with 1 to 9, 79% of those with 10 to 49, 88% of those with 50 to 249 and 90% of those with 250+ held 

digitised non-employee personal information. On the basis that few large businesses would hold personal information but no 

digitised records, it was assumed that 90% of Australian businesses with turnover at least $50 million and 80% of those with 

turnover at least $3 million but less than $50 million held personal information. c. Costs were roughly matched by firm size, 

converted from USD to AUD using 2022 PPPs, inflated to 2023-24 dollars and then divided by five to account for sampling 

bias. d. For businesses with turnover less than $3 million, only hospitals, medical and other health care services, residential 

care services, childcare services and credit reporting services were considered. At the end of 2023-24, there were 173,000 of 

these businesses with turnover below $2 million and 7,000 with turnover at least $2 million but less than $5 million of which 

53% (based on BLADE statistics for businesses in all industries) were assumed to have turnover below $3 million. It was 

assumed that 90% of these businesses held some personal information as most would be customer facing or interact with 

medical records (in the United Kingdom only 69% of human, health and social work businesses held digitised personal 

information, but many of the remaining 31% may have held non-digitised personal information). 

Source: PC calculations based on ABS (2024c, 2024b, 2025c), DSIT (2024), World Bank (2025). 

Bias and underestimation 

Limitations suggest that the total burden of privacy regulation may be somewhat higher. 

• One-off costs. IAPP and EY (2022) asked privacy professionals for the annual costs of their 

organisations’ privacy programs. This could omit the costs to setup or modify privacy programs which may 

be significant, although incurred infrequently. For instance, cost of the transition to the EU’s General Data 

Protection Regulation was well above the ongoing privacy budget of organisations (PC calculations based 

on IAPP and EY 2017, pp. 21, 50, 2018, pp. 41, 80). 

• Self-reporting bias. Survey respondents may underestimate costs. For instance, a respondent in the 

privacy department may not have oversight over privacy costs incurred by other departments. 

• Second-order distortions. Costs were proportionally higher for smaller firms, potentially contributing to 

competition distortions. In addition, the Privacy Act threshold of $3 million turnover might discourage small 

firms from expanding. 

B.4 Estimating the productivity effects of AI 

Previous studies have predicted that AI will raise multifactor productivity (MFP) by 0.5% to 13% over the next 

decade. After examining the evidence presented in these studies, the PC considers that gains of at least 

2.3% are likely over the next decade, which would correspond to a 4.3% increase in labour productivity worth 

an additional $116 billion in GDP. While the potential gains from AI are significant, some of them are likely to 

be mismeasured and not fully reflected in economic statistics. 
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Studies forecast 0.5% to 13% multifactor productivity growth over 

the next decade due to AI … 

A common way to estimate the short- to medium-term gains from AI is to consider the impact on existing 

economic activities (‘task-based estimates’). This can be achieved by multiplying the share of tasks to which 

AI will contribute, by the average productivity improvement per task (Acemoglu 2025). Such estimates 

exclude second- or third-order effects as the economy adjusts to AI. 

Task-based estimates range from 0.53% to 6.8% multifactor productivity improvement across the next 

decade (table B.2). Conservatively, Acemoglu (2025) estimated a 0.53% productivity improvement based on 

20% of tasks being potentially exposed and AI being adopted for 23% of these tasks, with an average 11.5% 

efficiency gain. More optimistically, Aghion and Bunel’s (2024) task-based estimate was 6.8%.  

Alternative approaches estimate gains as high as 13%. Aghion and Bunel (2024) also compared AI to past 

technological revolutions, estimating 8% to 13% multifactor productivity gains. Briggs and Kodnani (2023) 

examined direct labour cost savings and effects on displaced and non-displaced workers, estimating a 15% 

increase in labour productivity. However, multifactor productivity gains may be only about half 

(Acemoglu 2025, p. 46) to two thirds (Filippucci et al. 2025, p. 21) as high as labour productivity gains. 

Table B.2 – AI may increase productivity by several percentage pointsa 

Multifactor productivity (or labour productivity as indicated) improvement due to AI 

over the next decade 

 Productivityb Regionc Methodology 

Acemoglu (2025) 0.53% US Task-based: 4.6% of activity improved by 11.5% 

Aghion and Bunel 

(2024) 

6.8% (0.7–12.4%) US Task-based: 30% of activity improved by 22.8% 

Bergeaud (2024) 2.9% (1.3–4.5%) EU Task-based: 17.2% of activity improved by 16.8% 

Briggs and 

Kodnani (2023)  

15% (3–30%) labour 

productivity 

US Based on direct labour cost savings, a productivity 

boost for non-displaced workers and a composition 

effect from displaced worker reemployment 

Chui et al. (2023) 3–7% labour productivity US Based on projected benefits across a set of industry 

use cases 

Filippucci et al. 

(2025) 

5.7% (2.3–7.5%) Canada Task-based: 19% of activity improved by 30% 

Misch et al. (2025) 1.1%d EU Task-based estimate 

a. The PC has recalculated effects from some papers to enable comparisons. For instance, growth rates from Aghion 

and Bunel (2024), Briggs and Kodnani (2023), Chui et al. (2023) and Filippucci et al. (2025) have been multiplied by ten 

to calculate the effect over the next decade (this approximation is consistent with Aghion and Bunel 2024). Additionally, 

some numbers in the methodology column were interpolated for Acemoglu (2025), Aghion and Bunel (2024), Bergeaud 

(2024) and Filippucci et al. (2025). b. Confidence intervals are displayed in brackets where available. c. AI gains tend to 

accrue more in higher-income economies (Chui et al. 2023, p. 45; Misch et al. 2025) but will also be affected by factors 

such as sectoral composition and the pace of AI adoption (Filippucci et al. 2025, p. 24). d. Misch et al. (2025, p. 7) 

expected medium run gains to occur within five years, rather than ten. 

… but the lower end of this interval seems pessimistic  

The PC reviewed the estimate of Acemoglu (2025), finding that Acemoglu may understate the benefits 

arising from falling compute costs, AI-as-a-service models and capital savings. Revising Acemoglu’s 
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estimate after accounting for these factors implies gains of 2.3%. When considering the revised estimate and 

the higher estimates presented by other studies,36 gains of at least 2.3% appear likely. However, these gains 

are not guaranteed due to the considerable uncertainty involved in any forecast. 

Following Acemoglu (2025), the PC used Hulten’s theorem: total multifactor productivity gains equal the 

proportion of the economy affected times the gains in affected areas. Acemoglu expects AI to increase the 

efficiency of 4.6% of economic activity by 11.5% (equation 1). 

∆MFPAcemoglu (0.53%) = share of economic activity (4.6%) × ∆MFP in affected areas (11.5%) (1) 

PC estimates (equation 2) depart from Acemoglu in two regards. 

• Acemoglu estimated that AI will only be used for 4.6% of tasks, due to low profitability. Based on rapidly 

falling compute costs and the potential for AI-as-a-service models, the PC estimates that AI will be 

adopted for 14% of tasks. 

• Acemoglu assumed that AI would only increase the labour output, estimating an 11.5% productivity gain 

for affected tasks. Based on AI’s potential to increase the output of both labour and capital, the PC 

estimated a 16.4% multifactor productivity gain. 

∆MFPPC (2.3%) = share of economic activity (14%) × ∆MFP in affected areas (16.4%) (2) 

More detail on each assumption is provided below. 

Proportion of economic activity affected by AI 

Acemoglu (2025) estimates that AI will be used for 4.6% of tasks based on 20% of tasks being potentially 

exposed to AI and AI use being profitable for 23% of these tasks. That is: 

share of economic activityAcemoglu (4.6%) = share of tasks exposed (20%) × adoption rate (23%) (3) 

The estimate of exposed tasks draws on Eloundou et al.’s (2024) estimates of exposure to large language 

models (LLMs) and computer vision. The proportion of tasks that could be profitably automated (‘adoption 

rate’) is based on Svanberg et al. (2024), who examined the share of computer vision tasks that could be 

profitably automated at the firm level given 2022 compute prices. 

The PC retains Acemoglu’s 20% task exposure but assumes that AI use will be profitable in 70% of 

scenarios. This figure is chosen for three reasons. 

• Compute costs have been falling rapidly. Aghion and Bunel (2024, pp. 7–9) find that rapidly falling AI 

compute costs of about 22% per year imply that 50% of computer vision tasks will be profitable to 

automate in the next decade. 

• Each firm does not have to build their own solution. Svanberg et al. (2024, p. 19) find that adoption was 

profitable for 88% of tasks, if a single solution could be rolled out across the US. 

• Computer vision may be a poor comparison for LLMs and other AI use cases. Svanberg et al. (2024) 

focus on automating specific tasks, but tools like LLMs may be able to support workers across different 

contexts, driving down unit costs. 

As such, the PC assumed that half of adoption would involve custom firm level solutions, and the other half 

would relate to prebuilt cross-firm solutions. For custom, firm-level solutions, 50% were estimated to be 

 
36 Misch et al. (2025) also follows Acemoglu’s approach with a relatively low estimate for the productivity effect of AI, 

albeit over a shorter time span (1.1% over 5 years for the EU). However, Misch et al.’s result depends on assumptions 

shared with Acemoglu. Most notably, Misch uses the adoption rate of Svanberg et al. (2024) (23%). So, the below 

discussion that suggests alternatives to Acemoglu’s assumptions also apply to Misch et al.’s estimate. 
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profitable in line with Aghion and Bunel (2024). For a single ‘prebuilt’ cross-firm solution, Svanberg et al. 

(2024) found 88% of exposed tasks profitable at 2022 prices, so 90% is a conservative estimate as compute 

costs fall. This implies adoption of AI for at least 14% of tasks (equation 4). 

share of economic activityPC (14%) = share of tasks exposed (20%) × adoption rate (
50% + 90%

2
) (4) 

This estimate is conservative when focusing on LLMs. LLMs like Copilot, ChatGPT and Gemini are largely 

being developed by a small set of big firms and then licensed out. Even where firm level solutions are used, 

they may be built upon existing systems. These LLMs can be used across tasks so are likely to be cost 

effective in most scenarios. For instance, premium access to LLM chatbots only costs around $40 a month 

(OpenAI 2025b; RBA 2025), but every 1% increase in labour productivity for the average Australian worker 

yields $150 a month (PC calculations based on ABS 2025e, table 1, 2025b, table 1). 

Productivity gain for affected tasks 

Acemoglu (2025, pp. 43–45) estimated an 11.5% multifactor productivity increase for affected tasks. This 

was based on 27% labour savings sourced from Brynjolfsson et al. (2025) and Noy and Zhang (2023). 

Acemoglu then adjusted this downwards to account for difficult tasks, estimating 21.5% labour savings 

based on 27% labour savings for the 72.6% of tasks that are easy and 7% labour savings for the 27.4% of 

tasks that are hard. Finally, Acemoglu converted these labour savings to multifactor productivity by 

multiplying them by the labour share of output for affected US industries (53.5%).37 That is: 

∆MFP in affected areasAcemoglu (11.5%) = labour share of income in affected occupations (53.5%)

× task labour saving (21.5%) (5)
 

The PC considers 21.5% labour savings as a conservative but reasonable estimate. Filippucci et al. (2025, 

p. 10) consider a broader set of studies and come to a similar conclusion before accounting for hard tasks 

like Acemoglu (2025). However, it is worth noting that most task-level evidence comes from earlier AI models 

and gains are increasing as AI rapidly develops. For instance, Schwarcz et al. (2025), found that unlike 

earlier models, new retrieval augmented generation and reasoning models could improve work quality for 

complex legal tasks. 

However, in line with Filippucci et al. (2025, p. 9) the PC does not consider gains to be purely labour saving. 

• Purely labour-saving gains save on labour costs, but not capital. For instance, automation in a factory 

means less workers can produce the same amount with the same amount of capital. Hypothetically, eight 

workers and one factory instead of ten workers and one factory could now maintain a set level of output. 

• Labour and capital-saving gains directly increase productivity. For instance, an LLM may increase the 

output of a programmer and their associated capital (laptop, office space). Hypothetically, eight 

programmers, eight laptops and 80% of an office could now produce what previously took ten 

programmers, ten laptops and an entire office. 

In the context of AI and especially LLMs, the PC considers that labour and capital saving gains are more 

likely. For instance, AI is likely to directly increase productivity for knowledge work like programming. As a 

conservative middle-ground, the PC assumes that half of use cases will directly increase productivity, and 

 
37 This explanation rearranges Acemoglu’s calculations for consistency with our approach. Acemoglu calculated multifactor 

productivity separately for hard and easy tasks (14.4% and 3.7%), but 11.5% is the weighted average of these. 
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half will only reduce labour costs. Given the 53% labour share in Australia (ABS 2025d),38 this implies 16.4% 

gains in multifactor productivity. 

∆MFP in affected areasPC (16.4%) =
1

2
labour share of income in affected occupations (53%)

× task labour saving (21.5%) 

+
1

2
task joint labour and capital savings (21.5%) (6)

 

Revised task-based estimate 

Based on these assumptions, the PC estimates a task-based multifactor productivity gain of 2.3% (figure B.2). 

While there is uncertainty involved in any projection, 2.3% gains are still more conservative than most other 

projections and compare well with other benchmarks (table B.2). For example, US survey evidence suggests AI 

may already be offering time savings amounting to 1.4% of work hours (Bick et al. 2024). 

Figure B.2 – AI is likely to contribute at least 2.3% to multifactor productivitya 

Assumptions underpinning PC’s conservative estimate of AI’s productivity dividend 

 

a. Numbers may not sum due to rounding. Gains in labour saving scenarios were lower than Acemoglu (2025) due to 

differences in the labour share. 

 
38 Ideally, estimates would be based on the labour share of income in affected occupations rather than across all 

occupations. However, Acemoglu uses a very similar labour share after making this adjustment (53.5%) for the US and 

very minor differences are unlikely to substantially affect results. 
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Multifactor productivity gains above 2.3% over the next decade due 

to AI seem likely 

Excluding the Acemoglu paper, which as discussed above seems overly pessimistic, most other studies 

estimate much larger multifactor productivity gains accruing from AI (excluding Misch et al., footnote 13). 

Considering just these studies, AI seems likely to produce multifactor productivity gains above 2.3% over the 

next decade. 

2.3% multifactor productivity would mean higher output and higher living standards. Using Acemoglu’s 

(2025, pp. 33–34) approximation implies a 4.3% increase in labour productivity (ABS 2025d, table 2; 

equation 7). This would correspond to an additional $116 billion in GDP or $4,300 per capita (ABS 2025b, 

table 1). That said, there is a great deal of uncertainty. 

∆labour productivity=∆GDP=
∆MFP

1 − capital income share
=

∆MFP

0.53
(7) 

While AI is likely to significantly boost productivity, some improvements may not be measured. AI is likely to 

lead to completely new products and improve the quality of existing products. But the contribution of new 

products and quality improvements are likely to be underestimated in official statistics (Feldstein 2017), 

especially when they are free. This was the case for previous product and service innovations coming out of 

the information communication technology revolution. For instance, properly accounting for free digital 

content may have raised measured US GDP growth by 0.11 percentage points between 2005–2015 

(Nakamura et al. 2017). Additionally, investments surrounding AI adoption may be challenging to measure, 

resulting in delayed gains in measured productivity improvement (Brynjolfsson et al. 2021). 

It is also hard to predict how micro-level gains will affect macro-level outcomes. Competition issues (Aghion 

and Bunel 2024, pp. 13–14), worker reallocation to less productive sectors (Filippucci et al. 2025, pp. 22–23) 

and uptake delays may reduce gains. Conversely, micro-level estimates may not account for benefits from 

input-output multipliers or the emergence of new types of economic activity (Filippucci et al. 2024, pp. 17, 

26). These effects create additional uncertainty about how AI will affect the economy in the medium term. 

In the long term, AI has more potential to transform the economy 

There are reasons to think that larger gains are possible as the technology behind AI advances. AI capability 

has been increasing rapidly and AI may revolutionise knowledge work in the future (Altman 2025). 

Additionally, AI may accelerate scientific progress (Aghion and Bunel 2024, pp. 1, 12). In the long run, 

innovation is a key determinant of economic growth for high-income countries (PC 2023a volume 2, pp. 65-66). 

And a significant amount of private sector innovation is enabled by (predominately public sector) scientific 

discoveries. For example, the invention of the transistor, computer and world wide web have enabled the digital 

economy and a standard of living which would have been impossible a century ago. So, if AI does accelerate 

the pace of scientific discovery, this is likely to lead to a downstream acceleration in product and process 

innovation leading to faster productivity growth. 
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Abbreviations 

AASB Australian Accounting Standards Board 

ACCC Australian Competition and Consumer Commission 

AGI Artificial general intelligence  

AI Artificial intelligence 

API Application Programming Interface 

APPs Australian Privacy Principles 

ASIC Australian Securities and Investments Commission 

ATO Australian Taxation Office 

BLADE Business Longitudinal Analysis Data Environment 

CCA Competition and Consumer Act 2010 (Cth) 

CDR Consumer Data Right 

CSV Comma separated values 

DISR The Department of Industry, Science and Resources 

EDGAR Electronic Data Gathering, Analysis and Retrieval 

EU European Union 

EUR Euro 

GDP Gross domestic product 

GDPR General Data Protection Regulation 

HTML HyperText Markup Language 

IFRS International Financial Reporting Standards 

IP address Internet Protocol address 

iXBRL Inline eXtensible Business Reporting Language 

LLM Large language model 

MFP Multifactor productivity 

MHR My Health Record 

OAIC Office of the Australian Information Commissioner 

OECD Organisation for Economic Co-operation and Development 

PC Productivity Commission 

PDF Portable Document Format 

PIMS Personal Information Management Systems 

PoS Point of Sale  
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qr Questionnaire response 

SBR Standard Business Reporting 

TDM Text and data mining 

TGA Therapeutic Goods Administration 

UK United Kingdom 

US United States  

USD United States dollar 

US SEC United States Securities and Exchange Commission 

WEF World Economic Forum 

XBRL eXtensible Business Reporting Language 
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