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Accounting for Intangibles:  

Can capitalization of R&D reduce real effects and improve investment efficiency? 
 

 

 

ABSTRACT:  

This paper investigates the potential for accounting rules to mitigate under-investment induced 

by myopic managerial incentives. It exploits the difference in U.S. GAAP requiring the 

capitalization of some research and development costs in software development but proscribing 

the capitalization of R&D in other industries. We first investigate whether other hi-technology 

firms with no capitalization of R&D costs suffer higher levels of under-investment in myopic 

settings relative to software development firms. Second, we investigate whether the 

capitalization rule assists in mitigating under-investment within the software development 

industry and, whether this comes at the cost of over-investment in the presence of financial 

flexibility. Our findings are consistent with the mitigation of under-investment in the software 

development setting but we find no evidence of over-investment in the presence of high financial 

flexibility. Other hi-tech firms which cannot capitalize R&D costs suffer higher levels of under-

investment relative to software development firms. Finally, we find that the ability to capitalize 

for the sample of software firms does reduce the probability of cutting R&D investment when 

managers are under earnings pressure. The findings in this paper are relevant to standard setters 

seeking to understand the costs imposed by (understandable) conservative accounting rules, and 

how verification of points of feasibility alongside subsequently less conservative accounting can 

prevent dysfunctional investment outcomes. This is the first study to consider whether the ability 

to (justifiably) capitalize the costs of internally generated intangibles can improve investment 

efficiency (the allocation of resources). 
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I. INTRODUCTION 

The literature on real earnings management documents that U.S. firms under pressure to 

achieve short-term performance targets1  cut investments in intangibles such as research and 

development to avoid the immediate expensing of related costs (Bushee 1998; Roychowdhury 

2006; Edmans 2017).2 Graham et al. (2005) and Dichev et al. (2013) report field evidence from 

interviews that managers are willing to engage in such behavior even if such actions are value 

destroying, for example as seen in terms of negative long-run impacts on value creation in future 

patents (Bereskin et al. 2018), and future firm performance (Cohen and Zarowin 2010). Terry 

(2017) finds that such negative impacts also pertain at the aggregate economy level. Taken 

together, this evidence is consistent with under-investment due to myopic managerial behavior or 

short-termism. These real effects would be of concern for the sectors of the economy that rely on 

innovation as a strategic path to growth or to defend competitive positions.  

While the above evidence indicates that the immediate expensing rule for investments in 

research and development comes at the potential ‘cost’ of inducing value destroying behavior, it 

is not clear whether this cost can be mitigated by an orthogonal accounting rule (capitalization 

contingent on the probability of future benefits to the firm). In a full expensing regime, cutting 

R&D yields a dollar for dollar impact on earnings. Capitalization on the other hand only 

increases earnings by the proportion of R&D spending that is capitalized, which in turn is 

contingent on reaching a threshold level of project feasibility. Given most firms have a portfolio 

of projects in varying stages of the pipeline, the likelihood of capitalization alleviating pressure 

                                                 
1 The incentive to do so can arise from capital market related benefits to maintaining steady and increasing earnings 

patterns, bonus related elements of managerial compensation schemes, or short horizons of managers’ retirement 

(e.g., Baber et al. 1991; Dechow and Sloan 1991; Burgstahler and Dichev 1997; Barth et al. 1999). Edmans et al. 

(2017) directly test the link between managers’ short-term concerns (using the amount of stock and options 

scheduled to vest in a given quarter) and their real investment decisions. 
2  While we focus on R&D, other accounts used for real activities management include price discounts, 

overproduction to reduce cost of sales, discretionary spending on advertising and marketing investments in brands.   
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on earnings would depend on the status of those projects and their eligibility for capitalization. 

There is no empirical evidence at the firm level on the question of whether capitalization would 

reduce the likelihood of cutting R&D spending.3 There is also a broader unanswered question of 

whether a full expensing vs a capitalization regime is more likely to move a firm towards optimal 

investment in R&D. While the empirical literature documenting cuts to R&D in times of 

pressure to meet earnings targets implies under-investment is the outcome under full expensing4, 

this has not been directly tested. Nor is it known whether capitalization would lead to over-

investment.  

   The theoretical literature on short-termism and the real effects of accounting decisions 

predicts that short-term incentives of managers can lead to either under- or over-investment. One 

of the reasons managers can engage in short-termism with respect to intangibles, is the high 

information asymmetry between management and investors with respect to the investment level, 

including managerial effort. In equilibrium, when the investment level is unobservable, the 

manager will under-invest (Stein 1988 and 1989). But there is an interaction effect between the 

observability of the investment level and its profitability (Bebchuck and Stole 1993; Kanodia et 

al. 2005; Kanodia et al. 2016). When both the investment level is unobservable, the equilibrium 

outcome is under-investment regardless of whether profitability is known. However, over-

investment occurs when the investment level is known but profitability is not. Kanodia et al. 

(2016, p.671) call for empirical work on specific accounting issues to discover what the 

equilibrium outcomes are in practice. The R&D setting is an especially interesting one for this 

                                                 
3 However, studies based on experimental methods show that capitalization of R&D spending can have real effects. 

For example, Cooper and Selto (1991) present evidence that under-investment is mitigated if managers are given the 

opportunity to capitalize and subsequently amortize costs of successful R&D investments, while Seybert (2010) 

shows that a capitalization regime encourages over-investment. 
4 Under-investment is inferred because the real effects documented are value destroying cuts to R&D spending.  
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purpose given the difficulty in assessing the level of investment in R&D and its profitability.5 

The level of R&D spending is not always observable (Koh and Reeb 2015) and managerial effort 

is mostly unobservable (Stein 1988). A fully expensing regime does not offer any accounting 

signal of profitability unlike a capitalization regime which can offer at least a noisy one.6  

This paper investigates previously unexplored real effects of expensing vs. capitalization 

of R&D. It addresses the question in the U.S. setting which offers contrasting treatments for 

R&D costs for two somewhat related industries: software development and other hi-technology 

(‘other hi-tech’) (Mohd 2005)7. Firms in the business of software development are required to 

capitalize ‘successful’ R&D spending, while those in the ‘other hi-tech’ are proscribed from 

doing so. Focusing within one jurisdiction reduces confounding factors which might arise in 

international comparisons. We first investigate whether the capitalization regime (i) mitigates 

under-investment when a firm is facing pressure short-term earnings pressure, and / or (ii) 

exacerbates over-investment in the presence of financial flexibility, in the software development 

industry relative to the ‘other hi-tech’ industry (Biddle, Hilary, and Verdi 2009). Second, we 

investigate whether the capitalization regime for software development costs mitigates the 

likelihood of a cut to R&D spending when managers are under pressure to meet earnings targets. 

We employ an expectations model for R&D investment based on prior work in Berger 

(1993), Perry and Grinaker (1994) and Laplante, Skaife, Swenson, and Wangerin (2015). We 

extend this base line expectations model with variables capturing the presence of short-term 

managerial incentives and financial flexibility. Our findings for the U.S. software sample 

                                                 
5 Kanodia et al. (2016, p. 634-635) argue that while non-financial disclosures may play a complementary role to 

financial ones, they cannot be substitutes.  
6 Consistent with this, Oswald and Zarowin (2007) find that capitalization is more highly associated with future 

earnings relative to expensing. 
7 We use the ‘other hi-tech’ firms as a contrasting sample for the reasons explained in Mohd (2005); that is, other hi-

tech firms also invest heavily on R&D and like software development firms have relatively short product life cycles. 
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confirm prior experimental evidence that managers are less likely to cut investment in intangible 

assets to achieve short-term earnings goals, and less likely to under-invest if they are operating in 

a capitalization regime. In addition, we do not find any evidence that the ability to capitalize 

exacerbates over-investment in the presence of financial flexibility.  

This paper is the first to investigate how the capitalization of R&D (software 

development costs) impacts under- or over-investment in these activities in the software 

development industry relative to full expensing of R&D investment in ‘other hi-tech’ firms. Our 

work contributes to the literature in two ways. First, we complement emerging research on the 

impact of accounting rules in general on investment efficiency (e.g., Biddle, Callahan, Hong, and 

Knowles 2013). Our analyses based on the software development and other hi-tech industries 

provides valuable insights on how accounting rules can induce or mitigate sub-optimal 

investment. Misallocation of capital can impose large costs on firms in the long-run. 

Understanding how different accounting rules may have an impact on investment decisions is 

therefore important to both users of financial information and standard setters. Second, prior 

literature specific to the accounting for the costs of self-generated intangibles has primarily 

focused on the information effects pursuant to their capitalization, e.g. on the value relevance of 

capitalized amounts, earnings quality and forecast accuracy (e.g., Lev and Sougiannis 1996; 

Aboody and Lev 1998; Abrahams and Sidhu 1998; Oswald 2008; Ciftci 2010; Dinh et al. 2016; 

Chen et al. 2017) or the effect on information asymmetry (Mohd 2005), rather than on the 

question of investment efficiency. This study complements prior research by showing the impact 

of such an accounting rule for self-generated intangible assets on real investment decisions.  

Section II provides a summary of the background to the relevant accounting standards, 

and Section III discusses the prior literature and development of hypotheses. The research design 
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is outlined in Section IV, while Section V describes our sample and provides descriptive 

statistics. The results are presented in Section VI and, Section VII concludes. 

II. INSTITUTIONAL BACKGROUND 

Accounting for costs incurred in generating intangible assets, such as research and 

development (R&D) remains a controversial issue for standard setters and researchers. While 

accounting rules in the United States (U.S.) require the immediate expensing of all R&D costs 

(SFAS 28 / ASC 730), costs incurred on software development (SFAS 86 / ASC 350-40) are 

required to be capitalized contingent on certain recognition criteria being met. SFAS 86 

Accounting for the Costs of Computer Software to Be Sold, Leased, or Otherwise Marketed 

(which became mandatory from years beginning after December 31, 1985) specifies that once 

technological feasibility has been established for a computer software product, costs incurred 

internally in creating that product shall be capitalized and subsequently amortized. Prior to the 

release of SFAS 86, the FASB’s position was that all software development costs should be 

expensed along with R&D costs in accordance with SFAS 2, issued in 1974. The differing 

treatment subsequently afforded to software development companies has been attributed by some 

to lobbying by the software industry, that full expensing understated the assets created by the 

industry (e.g., Burns and Peterson 1982; Kaplan and Sandino 2001). Burns and Peterson (1982) 

comment that the submission by the Association of Data Processing Services Organization 

(ADAPSO) claimed: 

“…. the FASB has not properly considered the nature of software product 

construction, has not properly evaluated the historical risk associated with 

                                                 
8 SFAS 2 Accounting for Research and Development Costs (Stamford: FASB. 1974). In the years preceding, the 

treatment of R&D costs in practice varied across firms, from full expensing to capitalization with amortization. 
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software products, has rationalized away the importance of long-standing 

generally accepted accounting principles, and has issued a ruling which may 

cause significant distortion in the financial reports of companies engaged in the 

construction of software”. 

SFAS 86 relates specifically to software development costs and provides explicit examples 

which costs are subject to capitalization, such as “coding and testing performed subsequent to 

establishing technological feasibility” (SFAS 86, para. 5). Thereby, once a detailed program 

design or a working model has been completed, technological feasibility is established (SFAS 86, 

paras. 1 and 4). While the Standard prescribes capitalization, some consider that there is ample 

discretion in interpreting the recognition criteria. Ciftci (2010) even refers to it as an “accounting 

choice”.   

The release of SFAS 86 in 1985 addressed the treatment of development costs of 

software intended for external distribution (through sales, leases etc.), but not the treatment of 

costs incurred to develop software for internal use. This led to continued divergence in practice 

until the American Institute of Certified Public Accountants (AICPA) issued in 1998, a 

Statement of Position SOP 98-1, Accounting for the Costs of Computer Software Developed or 

Obtained for Internal Use which proposed similar treatment for internal use software.  
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III. PRIOR RESEARCH AND HYPOTHESES DEVELOPMMENT 

The literature on real earnings management from the more conservative U.S. setting for 

R&D costs shows that firms cut these investments in the face of short-term managerial incentives 

to meet earnings targets. Several papers document that managers cut R&D spending to avoid 

negative impacts on earnings, maintain smooth patterns in earnings, avoid losses, meet analysts’ 

expectations, or to boost firm performance during the CEO’s final years in office (Baber et al. 

1991; Dechow and Sloan 1991; Perry and Grinaker 1994; Burgstahler and Dichev 1997; Bushee 

1998; Barth 1999; Roychowdhury 2006; García Osma and Young 2009; Edmans et al. 2017). 

Field  evidence in Graham et al. (2005) and Dichev et al. (2013) shows that managers engage in 

such behavior in the knowledge that it is value destroying in the longer run. Recent work 

documents negative impacts at the firm level in terms of reduced value creation in future patents 

(Bereskin et al. 2018), and future performance (Cohen and Zarowin 2010). The negative impact 

also manifests at the aggregate economy level (Terry 2017). 

There is no empirical evidence on whether an orthogonal accounting rule requiring the 

capitalization of R&D costs can assist in mitigating incentives to cut these investments in the 

face of short-term pressure on earnings.9 And it is not immediately obvious that this would be the 

case. In a full expensing regime, a one dollar cut to R&D increases earnings by the same amount. 

However, the increase in earnings under a capitalization regime is limited to the costs incurred 

beyond a threshold level of project feasibility and assurance of future benefits. Since firms vary 

in their portfolios of projects in the R&D pipeline, the likelihood of capitalization alleviating 

pressure on earnings would depend on the status of those projects.  

                                                 
9  We know only of experimental evidence that changing the accounting regime for R&D from expensing to 

capitalizing alters participants’ behavior in a way that reduces suboptimal investment decisions; the participants in 

Cooper and Selto (1991) stopped cutting R&D and generating lower terminal present values once the accounting 

regime switched to capitalizing. 
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The theory literature on the effects of short-termism on investment predicts that short-

term managerial incentives can lead to either under- or over-investment. One of the reasons 

managers can engage in short-termism with respect to intangibles, is the high information 

asymmetry between management and investors with respect to the investment level, including 

managerial effort. The asymmetry leads investors to infer under-investment which in turn traps 

the manager into under-investment. In equilibrium, the manager will under-invest (Stein 1988 

and 1989). But subsequent work shows that there is an interaction effect between the 

observability of the investment level and its profitability (Bebchuck and Stole 1993; Kanodia et 

al. 2005; Kanodia et al. 2016). The under-investment result from Stein (1988; 1989) holds when 

the investment level is unobservable, regardless of whether profitability is known or not. 

However, when the investment level is known but profitability is not, the investor infers high 

profitability from higher investment levels. This scenario gives the manager incentives to over-

invest.  

Kanodia et al. (2016, p.671) call for empirical work on specific accounting issues to 

discover what the equilibrium outcomes are in practice. The R&D setting is an especially 

interesting one for this purpose given the difficulty in assessing the level of investment in R&D 

and its profitability. 10  The level of R&D spending is not always observable or separately 

disclosed (Koh and Reeb 2015) and managerial effort is mostly unobservable (Stein 1988). The 

disclosed amount of R&D spending is therefore, a noisy signal of the investment level. 

Meanwhile, the productivity of the investment is much harder to ascertain; information about the 

productivity of R&D type projects is likely to be limited due to the long lags and inherent 

uncertainty in such activity (Kothari, Laguerre, and Leone 2002). While we do not receive any 

                                                 
10 Kanodia et al. (2016, p. 634-635) argue that while non-financial disclosures may play a complementary role to 

financial ones, they cannot be substitutes.  
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accounting signal of profitability in a full expensing regime, a capitalization regime can offer at 

least a noisy one.11 Consistent with this, Oswald and Zarowin (2007) find that capitalization is 

more highly associated with future earnings relative to expensing. Also consistent with 

capitalization providing signal value, Mohd (2005) finds that information asymmetry (bid-ask 

spreads) declined upon the introduction of rules for capitalization of successful R&D efforts in 

the U.S. software development sector, as compared to the ‘other hi-tech’ sector where full 

expensing continued to be required.  

Since the empirical setting offers noisy signals of both the level and profitability of 

investment in R&D, it is not obvious what the equilibrium outcome would be in practice in 

response to short-term managerial incentives.12 In the absence of strong and unambiguous theory 

on the trade-off in these noisy signals it is useful to examine how these effects play out in 

practice. But we draw on the available theory to conjecture that the two noisy signals push the 

information released by the manager towards the optimal where there is no information 

asymmetry on either the level or profitability of investment as summarized in Figure 1.  

We exploit the difference in the accounting treatment of firms in software development 

versus R&D costs in other high-tech industries in the U.S., to investigate whether a capitalization 

regime (i) mitigates under-investment in the face of earnings-based incentives or (ii) encourages 

over-investment in the presence of financial slack, and (iii) reduces the likelihood of cuts to 

R&D in the face of earnings-based incentives.  

Based on experimental evidence (Cooper and Selto 1991), we expect firms in a 

capitalization regime, such as software development, to be associated with lower under-

                                                 
11 It is noisy signal since only the costs incurred beyond the point of technical feasibility and the assurance of future 

benefits are capitalized.  Further, the signal is only one of capitalized costs rather than value created. 
12 Kanodia et al. (2005) show that in settings such as that of R&D, where a manager there is an optimal degree of 

imprecision in accounting measurement (of the investment) that is increasing in the information advantage of the 

manager. But it is not obvious how their result can be operationalised here. 
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investment relative to firms in a full expensing regime (Bushee 1998). We use companies in 

‘other hi-tech’ sector as the contrasting sample. As previously discussed, Mohd (2005) contrasts 

the same two industry classifications in a study of whether the capitalization signal reduces 

information asymmetry. Likewise, Ciftci (2010) compares firms from the software industry with 

other hi-tech industries to find that the capitalization of software development costs does not 

improve earnings quality, but without addressing any real investment effects. 

Hence, our first hypothesis is stated as follows: 

H1: Ceteris paribus, a capitalization regime for R&D spending mitigates under-investment in 

intangibles (software development), when managers face earnings based incentives. 

While the above focus on under-investment is predicated on capitalization serving to 

mitigate incentives for under-investment problems, it is plausible that the ability to capitalize can 

exacerbate the opposite incentives for over-investment in the presence of financial flexibility or 

slack. That is, managers use their cash to invest in projects that are value-destroying and do not 

have positive net present values. Experimental evidence in Seybert (2010) supports this 

expectation. The participants in that study were more likely to over-invest in R&D when they 

were concerned about their personal reputation and when they could capitalize R&D. Consistent 

with the available theoretical models and experimental evidence, we expect managers of 

capitalizing firms to over-invest in software development if they have the flexibility to do so. In 

the context of investment expenditures more generally, Biddle et al. (2009) identify “ex-ante 

firm-specific characteristics” that are likely to have an impact on a firm’s investment decisions; 

they argue that low leverage and a high cash base offer financial flexibility, suggesting 

conditions enabling over-investment. Our second hypothesis is as follows: 
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H2: Ceteris paribus, a capitalization regime for R&D spending exacerbates over-investment in 

intangibles (software development), in settings characteristic of high financial flexibility. 

The real earnings management literature has documented that managers of firms which 

are in danger of missing earnings-based targets will cut R&D in attempts to meet those targets. 

Field-based evidence confirms that managers do this despite recognizing the value destroying 

effects of such actions. There is no empirical evidence on whether an orthogonal accounting rule 

requiring the capitalization of R&D costs of successful projects can assist in mitigating 

incentives to cut these investments in the face of short-term pressure on earnings. Since 

capitalization of R&D is unlikely to result in 100 per cent of R&D spend being capitalized, it is 

unlikely to be as effective as cutting R&D spending to meet earnings targets. Nevertheless, the 

ability to offer investors a signal of success in the form of a capitalized R&D number may 

mitigate the cost of not meeting short-term earnings targets. We hypothesize as follows:   

H3:   The probability of cutting R&D spending to meet earnings targets is lower under a 

capitalization regime (software development) than in a full expensing regime (other hi-tech). 
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IV. RESEARCH METHODOLOGY 

Main Analyses 

The research design described below relates to two samples selected as in Mohd (2005): (i) a sample 

of software development firms in the U.S. which are required to capitalize software development 

costs under SFAS 86 / ASC 350-40, and (ii) a contrasting sample of other hi-technology firms which 

are not permitted to capitalize internally generated intangibles arising from R&D activities.13 Our 

sample selection procedures are described in Section V. 

Expectation Model for Investment in R&D or Software Development 

Our empirical model for the expected level of investment is based on the idea that investment 

in internally generated intangibles is a function of lagged investment and financial opportunities. 

Drawing on the R&D expectation models in Berger (1993), Perry and Grinaker (1994), and Laplante 

et al. (2015), and the more general model in Biddle et al. (2009),we begin with the following 

specification: 

INVit = β0 + β1INVit-1 + β2NETCASHit-1 + β3PROF’it-1 + β4SIZEit-1 + β5LEV’it + β6TOBINSQit  

                 + β7CAPEXit + β8AGEit + β9OPCYCLEit + β10LOSSit + β11GNPt + ε                     (1) 

The dependent variable INVit represents investment in either software development spending 

in the software development sample (SWit) or R&D spending in the other hi-technology sample (RDit). 

The lagged value of INVit, i.e., INVit-1, is included as an independent variable since prior studies find 

a strong correlation for R&D investment from period to period (e.g., Baber et al., 1991; Berger, 1993; 

Perry and Grinaker, 1994).  

                                                 
13 Self-selection bias is not an issue for our two samples of U.S. firms. Only firms with software development costs may 

capitalize the related intangibles. We observe 97% of the U.S. software sample capitalizing software development. 

Meanwhile, capitalization of R&D costs is not an option for the other hi-technology sample firms. 
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The model includes firm size (SIZEit)14 measured by the natural logarithm of one plus total 

revenues as an independent variable to control for scale effects (since the model is to be estimated in 

levels), but also to capture the capacity of a firm to invest in intangibles. To further capture the 

resources available or capacity to invest at the beginning of each period for budget allocation to 

intangibles, we include: the lagged amount of cash and short-term investment less current liabilities 

(NETCASHit-1); the lagged income before extraordinary items adjusted for the capitalization of 

development expenditures (PROF’it-1); leverage adjusted for the capitalization of development 

expenditures minus the industry-median leverage (LEV’it); and, capital expenditures (CAPEXit) 

(Berger, 1993, Perry and Grinaker, 1994, Laplante et al., 2015). Tobin’s Q acts as a measure for 

growth opportunities (TOBINSQit) (Berger, 1993). Finally, gross national product (GNPt) captures 

technological progress in the economy which is expected to have an impact on the level of R&D 

investments (Berger, 1993). In addition, we follow Biddle et al. (2009) to capture the effect of 

different stages of the business cycle by including a measure of age (AGEit), the length of operating 

cycle (OPCYCLEit), and the frequency of losses (LOSSit). 

Our preliminary analyses on this model specification show that the lagged value of 

investment from the prior period (INVit-1) is always the largest explanatory variable in the model.15 

To mitigate the possibility that the non-stationarity in the model leads to spurious results, we have 

taken a standard econometric approach to transform the non-stationary process into a stationary 

process for more reliable results. Specifically, we have transformed the expectation model (1) into 

the following specification with the change in the value of investment as the dependent variable 

(DINVit) and an additional independent trend variable (YTRENDt) for detrending: 

 

                                                 
14 We measure size by using the natural logarithm of one plus total revenues to avoid the problem of having zero values 

for revenues since the natural logarithm of zero is not defined. 
15 Results based on model (1) are available upon request. The model specifications overall do not change our results. 
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DINVit = β0 + β1NETCASHit-1 + β2PROF’it-1 + β3SIZEit-1 + β4LEV’it + β5TOBINSQit  

              + β6CAPEXit + β7AGEit + β8OPCYCLEit + β9LOSSit + β10GNPt + β11YTRENDt + ε        (2) 

Testing Hypotheses 1 and 2: Under- (Over-) Investment in Software Development Sample versus 

R&D in the Other Hi-Tech Sample, given Managerial Incentives (Myopia or Financial Flexibility) 

We compare the role of myopic incentives (in under-investment) and financial flexibility (in 

over-investment) between firms in the software industry versus firms in the other hi-tech industries. 

We conjecture that the under-investment and over-investment problems will be more severe for firms 

that are not allowed to capitalize their R&D expenses (firms in other hi-tech industries) compared to 

firms that are required to capitalize (firms in the software industry) beyond the point of technical 

feasibility. We first extend the expectation model (Model 2) to estimate the following two models 

separately for firms in the software industry and for firms in the other hi-tech industries: 

DINVit = β0 + βMMYOPIAit + β1NETCASHit-1 + β2PROF’it-1 + β3SIZEit-1 + β4LEV’it + β5TOBINSQit 

+ β6CAPEXit + β7AGEit + β8OPCYCLEit + β9LOSSit + β10GNPt + β11YTRENDt + ε           (3) 

DINVit = β0 + βFFINFLEXit + β1NETCASHit-1 + β2PROF’it-1 + β3SIZEit-1 + β4LEV’it + β5TOBINSQit 

+ β6CAPEXit + β7AGEit + β8OPCYCLEit + β9LOSSit + β10GNPt + β11YTRENDt + ε (4)       

where, DINVit is the change in spending on either software development (SWit – SWit-1) in the case of 

the software sample or R&D (RDit – RDit-1) in the case of the other hi-tech sample.  

We proxy for myopic managerial incentives by identifying firm-years for which the previous 

year’s earnings before extraordinary items is larger than the current year’s earnings before 

extraordinary items plus the change in software development expenditures (SWit – SWit-1). The 



 

17 

 

intuition is to capture earnings decline before software development investments when taking the 

prior year’s level of investment as the minimum amount to be spent. If earnings remain below the 

prior year’s earnings after having made the minimum investment in software development, MYOPIAit 

is set to 1, and otherwise set to zero. For financial flexibility, we expect firm-years in the quartile 

with the lowest industry-adjusted leverage to have higher financial flexibility and hence, a higher 

likelihood of over-investment. The dummy variable FINFLEXit is set to 1 for these firms, and zero 

otherwise. We expect βM in Model 3 to be negative and significant, suggesting firms under-invest in a 

myopic setting. Meanwhile, if firms over-invest in the presence of financial flexibility, we would 

expect βF estimated in Model 4 to be positive and significant16.   

We next estimate each of the above two models on both the software and hi-tech samples 

together rather than separately, by including a dummy variable SOFTWAREit. The variable 

SOFTWAREit, is set to 1 if a firm is operating within the software development industry and 0 if a 

firm is operating within one of the other hi-tech industries. We also include interaction terms between 

SOFTWAREit and MYOPIAit or between SOFTWAREit and FINFLEXit as in Models 5 and 6, 

respectively:  

DINVit = β0 + βMMYOPIAit + βSSOFTWAREit + βMSMYOPIAit×SOFTWAREit + β1NETCASHit-1 + 

β2PROF’it-1 + β3SIZEit-1 + β4LEV’it + β5TOBINSQit + β6CAPEXit + β7AGEit + β8OPCYCLEit 

+ β9LOSSit + β10GNPt + β11YTRENDt + ε             (5) 

DINVit = β0 + βFFINFLEXit + βSSOFTWAREit + βFSFINFLEXit×SOFTWAREit  + β1NETCASHit-1 

+ β2PROF’it-1 + β3SIZEit-1 + β4LEV’it + β5TOBINSQit + β6CAPEXit + β7AGEit + 

β8OPCYCLEit + β9LOSSit + β10GNPt + β11YTRENDt + ε                     (6) 

                                                 
16 Other proxies for measuring financial flexibility are discussed in Section VI under Sensitivity Analyses. 
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Specifically, Model 5 is estimated to test the first hypothesis. In estimating Model 5, we 

expect βM to be negative and significant, suggesting firms under-invest in a myopic setting but we 

expect βMS to be positive and significant, suggesting that the underinvestment behavior is less 

pronounced for firms operating in the software industry compared to firms operating in other hi-tech 

industries. Meanwhile, Model 6 is estimated to test the second hypothesis. In estimating Model 6 we 

expect βF to be positive and significant, suggesting firms over-invest in the presence of financial 

flexibility and we expect βFS to be positive and significant, suggesting that the overinvestment 

behavior is more pronounced for firms operating in the software industry compared to firms 

operating in other hi-tech industries. 

Testing Hypothesis 3: Probability of Cutting Software Development Spending  

We follow Bushee (1998) to further explore the effect of the ability to capitalize successful 

software spending on myopic behavior. We have characterized the myopia setting as one in which 

earnings have declined. A decline in earnings might be mitigated in one of at least two ways in our 

setting: (i) by capitalizing a larger proportion of the successful spending to reduce the decline in 

earnings and/or, (ii) by cutting spending. We test the first possibility on average across the whole 

sample and then in three samples based on the ability to negate a decline in earnings by cutting 

spending. The latter is dependent on the relative amount of earnings decline to the previous year’s 

software spending. Thus, we partition our software development sample into three segments: (a) 

Large Earnings Decline (LD) where the earnings decline (before the effects of capitalization and 

before extraordinary items) is greater than SWt-1, that is, cutting all of last year’s spending cannot 

fully reverse the decline in earnings; (b) Small Earnings Decline (SD), where the earnings decline is 

smaller than SWt-1, that is, cutting some of last year’s spending can fully reverse the decline in 

earnings; (c) Earnings Increase (IN) where, earnings stay the same or there is an increase in earnings. 
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We estimate the following probability (logit) model where the dependent variable SW_CUTit, 

is a dummy variable set to 1 if a firm’s total software development spending is lower in the current 

period (SWit) relative to the previous period (SWit-1). The main independent variable of interest is 

CHANGESWCAPit, which is the change of capitalized software development costs from the previous 

period (SWCAPit-1) to the current one (SWCAPit). The control variables are the same as in Model (1). 

Pr(SW_CUTit) = β0 + β1CHANGESWCAPit + β2NETCASHit-1 + β3PROF’it-1 + β4SIZEit-1 + β5LEV’it + 

β6TOBINSQit + β7CAPEXit + β8AGEit + β9OPCYCLEit + β10LOSSit + β11GNPt + ε   (7) 

We expect the coefficient β1 on CHANGESWCAPit to be negative, suggesting that firms with 

increased amount of capitalized software development costs will be less likely to reduce investment 

in software development, i.e. less likely to under-invest.  

Additional Analyses 

Probability of Under- (Over-) Investment in the Software Development Sample in a Multinomial 

Design  

To ascertain the probability of over- or under-investment, we first estimate the expectation 

model (Model 1) to obtain residuals (which represent deviations from the expected investment level). 

We then partition the sample into three groups based on the magnitude of the residuals. Specifically, 

we set up a categorical variable INV_RESit, which is equal to 1 if the ranked residuals for the firm-

year observation are in the bottom quartile (i.e. the most negative residuals representing under-

investment). INV_RESit is set to 3 if the ranked residuals for the firm-year observation are in the top 

quartile (i.e. the most positive residuals representing over-investment). INV_RESit is set to 2 if the 
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ranked residuals for the firm-year observations are in the middle two quartiles (representing close to 

optimal level of investment). 

We use the categorical variable INV_RESit as the dependent variable to estimate the 

multinomial logistic regression models for the under-investment setting (Model 8) and over-

investment setting (Model 9). Specifically, we set INV_RESit equal to 2 as the baseline so the 

multinomial logistic model estimates whether capitalizing software development cost influences the 

likelihood that a firm will under-invest (INV_RESit = 1) or over-invest (INV_RESit = 3) compared to 

firms with optimal (or close to optimal) level of investment.  

Pr(INV_RESit) = β0 + βMMYOPIAit + βSSOFTWAREit + βMS(MYOPIAit×SOFTWAREit) + ε   (8) 

Pr(INV_RESit) = β0 + βFFINFLEXit + βSSOFTWAREit + βFS(FINFLEXit×SOFTWAREit) + ε           (9) 

 

Since Model 8 examines the most negative residuals with the baseline in the software sample 

(middle two quartiles of ranked residuals), the coefficient βM reflects the probability that companies 

will be more likely to under-invest in firm-years defined to be in a myopic setting (i.e., βM > 0). The 

ability to capitalize for software development firms will reduce the likelihood that firms fall into the 

bottom quartile (i.e. under-invest); that is, we expect the coefficient on the interaction term to be 

negative (βMS < 0).  

Meanwhile, Model 9 examines the most positive residuals with the baseline in the software 

sample (middle two quartiles of ranked residuals). Thus, the coefficient βF is expected to be positive 

consistent with the prediction that companies will be more likely to over-invest in firm-years with 

higher financial flexibility. The over-investment is predicted to be exacerbated when capitalization 

ratios are higher. So, we expect the coefficient on the interaction term to be positive (βFS > 0).  
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The Influence of Institutional Ownership    

 The second set of additional analysis addresses the concern that managers’ myopic behavior 

is mitigated by institutional ownership. Bushee (1998) finds that firms are less likely to engage in 

manipulating R&D spending when institutional ownership is high. Thus, we expect that the effect of 

capitalizing software development spending on mitigating the effect of myopic behavior would be 

less pronounced when institutional ownership is high since the myopic incentives are also lower. To 

test our conjecture, we include an additional variable PINSOWNit in Model (3) to control for the 

percentage of institutional ownership. 

DINVit = β0 + βMMYOPIAit + βIPINSOWNit + β2NETCASHit-1 + β3PROF’it-1 +  

β4SIZEit-1 + β5LEV’it + β6TOBINSQit + β7CAPEXit + β8AGEit + β9OPCYCLEit + β10LOSSit + 

β11GNPt + β12YTRENDt + ε                                                     (10) 

As in Bushee (1998, p. 316), PINSOWNit is the percentage of institutional ownership “at the end of 

the calendar quarter in which the firm’s third fiscal quarter ends”. If PINSOWNit does mitigate 

myopic incentives then we expect the coefficient on this variable to be positive and significant. In 

addition, we also partition our sample based on the variable PINSOWNit into four quartiles and 

estimate Model (2) separately for firms in the top quartile (highest percentage of institutional 

ownership) versus firms in the other three quartiles. This analysis is in line with Bushee (1998) and 

tests whether firms with the highest level of institutional ownership (quartile 4) do not suffer from 

myopic incentives as other firms do. For these firms, the ability to capitalize expenditure on software 

development may not add much incremental value since myopic behavior might have already been 

controlled for by the presence of institutional owners. In contrast, in the absence of high percentage 
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of institutional ownership (quartiles 1 to 3) the effect of capitalizing software development 

expenditures on mitigating myopic behavior is expected to be more pronounced.  

V. SAMPLE SELECTION AND DESCRIPTIVE STATISTICS 

 Table 1 provides information on the sample selection. Panel A describes the sample of firm-

years in the software industry (SIC 7370-7374) following Mohd (2005). We start with 4,704 

observations during the sample period, 2005-2012. After excluding inactive firm-years, observations 

with no software development costs and missing values on test variables, we obtain 1575 

observations from 361 firms.  With respect to other hi-tech industries (per Francis and Schipper 

[1999] cited in Mohd [2005] defined as SIC 283, 357, 360-368, 481, 7375-7379, 873), we start with 

17,576 firm-years to obtain 4,031 observations from 731 firms. Self-selection bias is not an issue for 

our analyses because only firms with software development costs may capitalize the related 

intangibles. In addition, virtually all software firm-years capitalize part of their software development 

costs. 

[Insert Table 1 here] 

 We hand-collect the data on the capitalization of software development in the U.S. software 

sample because this specific information cannot be retrieved from available databases. Compustat 

only provides data on the amount of total capitalized software (Compustat variable name capsft), 

which captures the ending balance of the capitalized software development at the balance date rather 

than the amount that is capitalized during that period. Nor does Compustat provide the total amount 

spent on software development in any one year, or the portion that is expensed.    

In our manual data collection we noticed that the item xrd on Compustat can relate to various 

definitions of “expensed R&D”: 1) software development expense; 2) software development 
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expenditure (software capitalization + software expense); 3) software related research and 

development expense (e.g., product development and engineering); 4) research and development 

expense other than software development expense (i.e., “pure” R&D). In order to ensure a clean 

amount of expensed software development costs we differentiate between these different categories 

in our data collection. We use total software development expenditures as reported in the 10-K 

annual filings if available to capture the total amount invested in software development. If not, we 

calculate the latter by adding the expensed and the portion capitalized per year, by re-constructing the 

relevant journal entries from the balance and income statement17. All the other financial statement 

variables are obtained from Compustat while the institutional ownership data is downloaded from 

Thomson Reuters through the WRDS platform.   

 Panels A and Panel B of Table 2 provide descriptive statistics for the software and the other 

hi-tech samples. All variables are winsorized at the 1st and 99th percentiles. Panel C of Table 2 

provides the correlation matrix with the Pearson correlation coefficients for the software sample 

below the diagonal and for the other hi-tech sample above the diagonal. The coefficients do not show 

any signs of multicollinearity.  

[Insert Table 2 here] 

VI. EMPIRICAL RESULTS 

Results from the Main Analyses 

 Table 3 presents the results from estimating the baseline model (2) in our two samples: where 

capitalization beyond the point of technical feasibility is required (software development) versus not 

                                                 
17 Note that we set SWEXP to be zero if we do not find any mention of the amount expensed in any part of the financial 

statements, including the footnotes. This assumes that the expensed amount is zero (or close enough to zero to not warrant 

mention in the accounts). In addition, we also noticed that the item for software asset in Compustat may sometimes 

include both capitalized amounts of internally developed software and purchased software alike. Since our focus is on 

internally generated software we collect the information separately.  
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allowed (other hi-tech). The dependent variable is the change in either investment in software 

development (column 1) or R&D (column 2). 

[Insert Table 3 here] 

Under- (Over-) Investment in Software Development Sample versus R&D in the Other Hi-Tech 

Sample. 

Table 4 displays the results on the impact of myopic incentives on investment in our two 

samples. Again, the dependent variable is either investment in software development (column 1) or 

R&D (column 2). The results suggest that the under-investment problem is significantly more severe 

for the other hi-tech group (a statistically significant coefficient on MYOPIAit of -18.55) compared to 

the software sample (an insignificant coefficient on MYOPIAit of -2.42). Columns 3 and 4 present the 

results with the combined sample. The variable SOFTWAREit is a dummy variable set to be 1 if a 

firm is a software development firm and 0 otherwise. The positive and significant coefficient on the 

interaction term MYOPIAit*SOFTWAREit in the last column suggests that the tendency to underinvest 

is mitigated for software development firms in the presence of myopic incentives. Results from Table 

4 show that even though these software development firms also underinvest on average, they 

underinvest rather less compared to the other hi-tech firms. This is consistent with our expectations 

that myopic behavior is more pronounced in the other hi-tech industry, where the capitalization of 

self-generated intangibles is proscribed in contrast to the case of software development firms. Thus, 

our first hypothesis is supported. 

[Insert Table 4 here] 

Table 5 presents results comparing the effect of financial flexibility on investment in the same 

two samples. The idea is to investigate if financial flexibility exacerbates any tendency to over-invest 
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where capitalization is required (software development) versus not (other hi-tech). The coefficients 

on FINFLEXit are not individually significant in either set of regression results except for a 

marginally significant coefficient on FINFLEXit for the other high-tech sample. When looking at 

results from the combined sample as presented in Column 4, we do not find any significant results 

either. Overall, these results do not offer any evidence that requiring capitalization exacerbates over-

investment for the software sample compared to the other high-tech sample. Thus, our second 

hypothesis is not supported. 

[Insert Table 5 here] 

Probability of Cutting Software Development Spending  

Table 6 presents results for the effect of a change in the degree of capitalization on the 

probability of cutting investment in software development. A negative coefficient on the variable 

CHANGESWCAPit indicates that an increase in the degree of capitalization is associated with a lower 

probability of a cut in investment. Indeed, we observe a negative and highly significant coefficient         

(-0.0492, p-value < 0.05) on CHANGESWCAPit when estimating the regression on the full sample 

(column 1). When we partition the sample into three groups of small decrease in earnings, large 

decrease in earnings and increase in earnings (i.e. SD, LD and IN), the magnitude of the coefficient 

on CHANGESWCAPit is the largest in the LD sample (-0.4597, p-value < 0.01). This is the sample in 

which cutting all investment would not negate the decline in earnings. For the SD sample, the 

coefficient on CHANGESWCAPit is smaller in magnitude and less significant (-0.0857, p-value < 

0.05). The coefficient on CHANGESWCAPit is not statistically significant for the IN sample (-0.0411, 

p-value > 0.1). The results presented in Table 6 are consistent with third hypothesis that capitalizing 

software development expenditure lowers the probability of experiencing cuts in investment. In 

addition to the average effect, we find that this effect is more pronounced for the LD sample in which 
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cutting all investment would not negate the decline in earnings. However, if cutting software 

development expenditure is enough to cover the small earnings decline for the current year (SD 

sample), then the choice to capitalize does not have as large or as statistically significant an impact.  

[Insert Table 6 here] 

Results from Additional Analyses 

Multinomial Analysis 

 We employ a multinomial specification to further test the effect of capitalization on the 

probability of under- (over-) investment. We first estimate the expectation model (Model 2) which 

represents the expected level of investment given the growth opportunities and resources available to 

invest. Panel A of Table 7 presents the regression results from the expectation model. The extreme 

residuals from this estimation are used to build categorical variables to represent under- and over-

investment; the residuals are ranked into quartiles to construct the categorical variable INV_RESit, the 

dependent variable in the multinomial tests. The quartile containing the most negative residuals is 

given the value of 1 (INV_RESit = 1) while the quartile with the most positive residuals is assigned a 

value of 3, and the two middle quartiles are combined into a category with the value of 2. 

Results from the multinomial logistic models are presented in Panel B of Table 7. When 

examining under-investment (INV_RESit = 1) versus “normal” investment, the coefficient on 

MYOPIAit is positive (0.396) and significant (p < 0.01), suggesting that firms with myopic incentives 

are more likely to be in the bottom quartile (i.e., under-investing). The coefficient on the interaction 

term MYOPIAit*SOFTWAREit is negative and significant (-0.341 with p < 0.05), suggesting that firms 

operating in the software industry is less likely to underinvestment with the presence of myopic 

incentives compared to firms operating in the other hi-tech industries.  
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When examining over-investment (INV_RESit = 3) versus “normal” investment, the 

coefficient on the interaction term FINFLEXit*SOFTWAREit is not significant, suggesting no 

evidence that the choice to capitalize for the subsample of software development companies leads to 

overinvestment. Overall, the results from the multinomial analysis are consistent with our results in 

the main analysis. 

[Insert Table 7 here] 

The Influence of Institutional Ownership 

Finally, Table 8 presents results with respect to the effect of institutional ownership on the 

relationship between myopic behavior and software development spending. The first column presents 

results from estimating Model 3 on the sample of software firms with an added variable PINSOWNit 

to capture the effect of institutional ownership. The coefficient on PINSOWNit is insignificant on the 

full sample of software firms. To further explore the effect of institutional ownership, we partition the 

sample into quartiles based on the percentage of institutional ownership (PINSOWNit) and results are 

presented in columns 2 and 3 of Table 8. Quartile 4 contains the firms with the highest percentage of 

institutional ownership. Consistent with our conjecture, the coefficient on MYOPIAit becomes 

insignificant when estimating Model 3 on the group of firms with the highest percentage of 

institutional ownership (Quartile 4). This indicates that this group of firms on average do not cut 

R&D or underinvest, presumably because the institutions are holding them to account. This is 

consistent with the disciplining role of institutional ownership i.e., the role of accounting 

capitalization is not necessary to mitigate under-investment in settings characteristic of myopia. 

However, when looking at the rest of the sample (Quartiles 1 to 3), we continue to find a negative 

and significant effect of MYOPIAit on investment. 

[Insert Table 8 here] 
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Sensitivity Analyses 

 We try two alternative proxies to capture financial flexibility. The first proxy is consistent 

with the financial slack measure developed by Biddle et al. (2009) to capture firms’ ex-ante 

likelihood of under- or over- investment. Specifically, we take decile ranking (with 1 being the 

lowest and 10 being the highest) of a firm’s cash balance (using either net cash or operating cash 

flows) and the negative of the leverage ratio and then take the average of the two ranks as a proxy for 

financial flexibility. The second proxy is constructed to measure a firm’s industry-adjusted 

incremental borrowing power. Specifically, we first calculate a firm’s incremental borrowing 

capacity if given the industry leverage ratio (either industry mean or median). Then, we use the sum 

of the incremental borrowing capacity calculated above and the operating cash flows as a measure of 

financial flexibility. Overall, our results remain the same.  

In addition, we estimate our models using all lagged variables and the results remain 

unchanged. 

 Finally, we have used the adoption of the SFAS 86 as a regulatory shock to conduct a test 

around this period. Specifically, our sample for this test includes firms in the software development 

and other hi-tech industries from 1983 to 1988. Following Mohd (2005), the pre-SFAS 86 period is 

defined as from 1983 to 1985 and the post-SFAS 86 period is defined as from 1986 to 1988. We then 

estimate our baseline model (2) by including a dummy variable for software firms, a dummy variable 

for the post-SFAS 86 period and an interaction term between these two dummy variables. 

Unfortunately, we are not able to obtain data on the actual capitalized amount for the sample of 

software firms, so we have taken the R&D expense values from Compustat as a crude proxy for total 

R&D expenditures. For the sample of software firms, this proxy is most likely to be understated 

because it does not include any capitalized software development expenditures. We find that the 
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sample of software firms has significantly higher amount of R&D expense in the post-SFAS 86 

period compared to the sample of other hi-tech firms. We interpret the results as supporting our 

conjectures. Despite the fact that the proxy used in this test for R&D expenditures is potentially 

understated (which potentially biases against finding results on improved level of investment for 

software firms), we still find that the sample of software firms invest more in R&D compared to the 

sample of other hi-tech firms.  

VII. CONCLUSION 

 

Overall, we find strong support for the hypothesis that the capitalization of costs associated 

with successful software development under U.S. accounting rules does mitigate the likelihood of 

under-investment in the face of myopic incentives. Further, firms that capitalize such costs do not 

appear to over-invest in the presence of financial flexibility, relative to those firms that cannot 

capitalize. Our results are consistent with the notion that capitalizing development expenditures 

mitigates the problem of under-investment for the U.S. software sample where the standard on 

capitalization is applied in an almost unanimous way (almost all firms capitalize some portion of 

software development costs).  
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APPENDIX 

Variable Definitions 

Variable  Definition 

Main Dependent and Independent Variables 

INV 
 

= placeholder for investment in SW or RD 

DINV  = INVt – INVt-1 

INV_RES 
 

= categorical variable that equals 1 if residuals are at the bottom 

quartile, equals 2 if residuals are in the middle two quartiles 

and equals 3 if residuals are in the top quartile of the 

investment expectation model. 

MYOPIA 
 

= dummy variable that equals 1, if Eit-1 > Eit + (SWit - SWit-1) and 

0 otherwise (with E as earnings before extraordinary items) 

FINFLEX 
 

= dummy variable that equals 1, if LEV’it is in the lowest 

quantile of the sample and 0 otherwise 

SW 
 

= total amount of software development costs in the current 

period (capitalized amount plus expensed amount) 

SWCAP 
 

= amount of software development costs capitalized in the 

current period 

SWEXP 
 

= amount of software development costs expensed in the current 

period 

SWCAPRATIO 
 

= the proportion of software development costs capitalized in 

the current period 

SW_CUT 
 

= dummy variable that equals 1, if (SWt – SWt-1) < 0, and 0 

otherwise 

CHANGESWCAP 
 

= change in the amount of software development costs 

capitalized in the current period relative to the previous 

period, calculated as (SWCAPt – SWCAPt-1) 

RD 
 

= amount of research and development costs in the current 

period    

Control Variables  

SOFTWARE                            = dummy variable that equals 1, if a firm is a software 

development firm and 0 otherwise 

NETCASH 
 

= cash and short-term investments minus current liabilities 

PROF’ 
 

= income before extraordinary items adjusted for capitalization 

of software development or R&D, respectively 

SIZE 
 

= the natural logarithm of one plus total revenues 

LEV’ 
 

= industry-adjusted leverage (total assets divided by total equity, 

both adjusted for capitalization of software development or 

R&D, respectively less industry-median) 
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(continued on next page) 

APPENDIX (continued) 

Variable  Definition 

   

TOBINSQ 
 

= (total assets + number of shares outstanding stock price – total 

equity) / total assets 

CAPEX 
 

= capital expenditure 

AGE 
 

= the difference between the first year that firm appears in 

CRSP and the current year 

OPCYCLE 
 

= the log of receivables to sales plus inventory to COGS 

multiplied by 360. 

LOSS 
 

= an indicator variable that takes the value of one if income 

before extraordinary items is negative and zero otherwise. 

GNP 
 

= Gross National Product 

YTREND  = Year trend 

PINSOWN 
 

= percentage of institutional ownership 
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Figure 1 

Interaction between the observability of the R&D investment level and its profitability 
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TABLE 1 

Sample Selection 

Panel A: Software Industry 
 Number of firm-years (firms) 

U.S. software companies 2005-2012 
4,704 (588) 

SIC 7370-7374 

With available 10-Ks or 10-K SBs reports 2,641 (514) 

thereof active 2,231 (496) 

thereof with software development costs > 0 2,200 (493) 

less observations with missing values -625 (132) 
 1,575 (361) 

capitalizers 1,031 (240) 

expensers 544 (153) 
*There are 32 firms that have capitalized software development expenditures in some years but not all 

years. The number of firms that never capitalized their software development expenditures is 121 (153 

– 32). 

 

Panel B: Other Hi-tech Industries 
 Number of firm-years (firms) 

U.S. companies 2005-2012 

17,576 (2,197) 
SIC 283, 357, 360-368, 481, 7375-7379, 873 

thereof active 8,609 (1,447) 

thereof with R&D costs > 0 8,321 (1,434) 

less observations with missing values -4,290 (1,409) 
 

4,031 (731) 
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Table 2 Descriptive Statistics 

Panel A: Descriptive Statistics on the Software Sample and the Other Hi-Tech Sample 

Variables Mean SD Median Variables Mean SD Median

SWCAP it 5.30 15.78 0.00

SWEXP it 147.54 692.57 20.22

SW it 119.69 371.13 22.45 XRD it 218.90 571.02 21.63

NETCASH it-1 22.27 341.32 1.58 NETCASH it-1 -438.04 2126.78 4.58

PROF’ it-1 95.26 448.23 3.99 PROF’ it-1 293.06 1051.92 0.00

SIZE it 5.23 1.67 5.15 SIZE it 5.08 2.69 4.85

LEV‘ it 1.65 3.85 1.60 LEV‘ it 1.76 3.13 1.51

TOBINSQ it 2.56 3.73 1.93 TOBINSQ it 2.58 4.31 1.61

CAPEX it 33.56 101.52 5.40 CAPEX it 241.72 756.38 4.45

AGE it 10.47 10.23 9.00 AGE it 14.93 13.68 12.00

OPCYCLE it 4.26 0.68 4.33 OPCYCLE it 4.90 0.99 4.97

LOSS it 0.38 0.49 0.00 LOSS it 0.51 0.50 1.00

Number of 

Observations

Number of 

Observations
N = 4,031

Full Other Hi-Tech Sample

N= 1,575

Full Software Sample
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TABLE 2 (continued) 

Panel B: Correlation Matrix 

  
  

1 2 3 4 5 6 7 8 9 10 11 12 13 

1 SWit    N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A 

2 SWit-1  0.99   N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A 

3 SWCAPRATIOit -0.39 -0.40   N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A 

4 SWRDit-1 0.85 0.86 -0.18   -0.49 0.74 0.52 0.08 -0.07 0.62 0.26 0.06 -0.04 

5 NETCASHit-1 0.20 0.19 -0.11 0.24   -0.53 -0.37 -0.10 0.05 -0.75 -0.18 0.03 0.11 

6 PROFit-1 0.62 0.62 -0.12 0.90 0.13   0.45 0.06 -0.05 0.73 0.29 0.00 -0.19 

7 SIZEit 0.44 0.44 0.01 0.57 0.00 0.40   0.16 -0.31 0.49 0.37 -0.07 -0.42 

8 LEVit 0.05 0.04 0.03 0.07 -0.06 0.06 0.13   -0.09 0.09 0.04 0.02 -0.10 

9 TOBINSQit -0.03 -0.03 -0.01 -0.04 0.01 -0.03 -0.38 -0.10   -0.07 -0.07 -0.01 0.17 

10 CAPEXit 0.54 0.54 -0.06 0.81 0.16 0.84 0.49 0.06 -0.05   0.21 -0.05 -0.20 

11 AGEit 0.32 0.32 -0.21 0.29 -0.21 0.34 0.39 0.04 -0.05 0.33   0.06 -0.05 

12 OPCYCLEit -0.01 -0.01 0.03 0.07 -0.06 0.04 0.01 0.10 -0.03 0.01 0.09   0.03 

13 LOSSit -0.13 -0.10 -0.04 -0.16 -0.04 -0.17 -0.30 -0.10 0.17 -0.18 -0.10 -0.01   

Panel B of Table 2 shows the Pearson correlation coefficient (bold if significant at the 0.05 level or less) for the the U.S. software sample (below the diagonal) 

and for the U.S. other high-tech sample (above the diagonal).  

 Variables are defined in the Appendix.  
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TABLE 3 

The Baseline Model in the Software Development and in the Other Hi-Tech Industries 

Dependent variable:  
Software  

(SWit - SWit-1) 

Other High-Tech  

(RDit - RDit-1) 

Software and Other 

Hi-Tech 

Intercept -313.59*** -406.25*** -372.27*** 
 (-4.05) (-3.41) (-4.21) 

NETCASHit-1 0.01 0.01*** 0.01*** 

 (1.46) (2.58) (3.08) 

PROFit-1 -0.01 0.01** 0.01** 

 (-0.42) (2.17) (2.15) 

SIZEit 7.35*** 4.49*** 4.88*** 

 (4.26) (3.25) (4.55) 

LEVit 0.01 -0.04 -0.03 

 (0.10) (-1.21) (-1.18) 

TOBINSQit 0.59* 0.47** 0.54*** 
 (1.72) (2.11) (2.59) 

CAPEXit 0.05 0.01 0.02** 
 (1.38) (1.64) (2.03) 

AGEit -0.73*** -0.40** -0.47*** 

 (-3.41) (-2.15) (-3.01) 

OPCYCLEit 1.24 1.88* 1.95** 

 (0.53) (1.79) (2.07) 

LOSSit -0.98 9.15 5.78 

 (-0.52) (1.40) (1.32) 

GNPt 0.02*** 0.03*** 0.02*** 
 

(3.89) (3.32) (4.06) 

YTRENDt -2.05 -4.68*** -3.80*** 

 (-1.52) (-4.07) (-4.28) 

Industry Fixed Effect Yes Yes Yes 

Year Fixed Effect No No No 

Firm Clustered SE Yes Yes Yes 

Observations 1,575 4,031 5,606 

Adj. R-squared 0.153 0.0255 0.0344 

Highest VIF 4.92 4.83 4.77 

Robust t-statistics in parenthese *** p<0.01, ** p<0.05, * p<0.10 
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TABLE 4 

The Association between the Change in R&D Investment and the Presence of Myopic Managerial 

Incentives in the Software Development and in the Other Hi-Tech Industries 

Dependent variable:  
Software  

(SWit -SWit-1) 

Other High-Tech  

(RDit - RDit-1) 

Software and Other 

Hi-Tech 

Software and Other 

Hi-Tech Interaction 

      

Intercept -309.16*** -430.01*** -388.78*** -388.22*** 
 (-4.10) (-3.53) (-4.33) (-4.32) 

MYOPIAit -2.42 -18.55*** -14.52*** -16.78*** 
 (-1.13) (-4.20) (-4.53) (-4.28) 

SOFTWAREit    0.61 
 

   (0.11) 

MYOPIAit*SOFTWAREit    8.48** 
 

   (2.24) 

NETCASHit-1 0.01 0.01*** 0.01*** 0.01*** 

 (1.49) (2.64) (3.12) (3.12) 

PROFit-1 -0.01 0.01** 0.01** 0.01** 

 (-0.54) (2.34) (2.31) (2.31) 

SIZEit 7.27*** 4.33*** 4.72*** 4.69*** 

 (4.25) (3.19) (4.47) (4.45) 

LEVit 0.01 -0.03 -0.02 -0.02 

 (0.21) (-0.89) (-0.90) (-0.86) 

TOBINSQit 0.59* 0.39* 0.47** 0.48** 
 (1.72) (1.72) (2.38) (2.33) 

CAPEXit 0.06 0.01 0.02** 0.02** 
 (1.49) (1.57) (1.97) (1.97) 

AGEit -0.70*** -0.37** -0.44*** -0.44*** 

 (-3.36) (-2.01) (-2.87) (-2.89) 

OPCYCLEit 1.32 2.04* 2.04** 2.06** 

 (0.56) (1.93) (2.17) (2.19) 

LOSSit -0.30 15.88** 10.86** 10.74** 

 (-0.14) (2.09) (2.11) (2.10) 

GNPt 0.02*** 0.03*** 0.03*** 0.03*** 
 (3.96) (3.46) (4.20) (4.20) 

YTRENDt -1.97 -4.59*** -3.81*** -3.77*** 

 (-1.53) (-4.01) (-4.28) (-4.24) 

Industry Fixed Effect Yes Yes Yes Yes 

Year Fixed Effect No No No No 

Firm Clustered SE Yes Yes Yes Yes 

Observations 1,575 4,031 5,606 5,606 

Adj. R-squared 0.153 0.0309 0.0386 0.0388 

Highest VIF 4.93 4.83 4.77 4.95 

Robust t-statistics in parentheses *** p<0.01, ** p<0.05, * p<0.10  
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TABLE 5 

The Association between the Change in R&D Investment and Financial Flexibility in the Software 

Development and in the Other Hi-Tech Industries 

Dependent variable:  
Software  

(SWit -SWit-1) 

Other High-Tech  

(RDit - RDit-1) 

Software and Other 

Hi-Tech 

Software and Other 

Hi-Tech Interaction 

      

Intercept -312.08*** -407.56*** -372.38*** -372.85*** 
 (-4.04) (-3.41) (-4.21) (-4.22) 

FINFLEXit 6.48 -7.16* -3.57 -6.19 
 (0.81) (-1.84) (-1.00) (-1.64) 

SOFTWAREit    1.23 
 

   (0.22) 

FINFLEXit*SOFTWAREit    8.88 
 

   (1.12) 

NETCASHit-1 0.01 0.01** 0.01*** 0.01*** 

 (1.48) (2.58) (3.07) (3.07) 

PROFit-1 -0.01 0.01** 0.01** 0.01** 

 (-0.55) (2.19) (2.16) (2.17) 

SIZEit 7.55*** 4.24*** 4.75*** 4.71*** 

 (4.02) (3.01) (4.31) (4.29) 

LEVit 0.09 -0.04 -0.04 -0.04 

 (0.73) (-1.47) (-1.36) (-1.36) 

TOBINSQit 0.57* 0.58** 0.58*** 0.60*** 
 (1.70) (2.26) (2.78) (2.72) 

CAPEXit 0.06 0.01 0.02** 0.02** 
 (1.50) (1.64) (2.03) (2.03) 

AGEit -0.71*** -0.40** -0.47*** -0.47*** 

 (-3.33) (-2.17) (-3.02) (-3.03) 

OPCYCLEit 1.63 1.79* 1.88** 1.92** 

 (0.72) (1.70) (2.00) (2.04) 

LOSSit -1.44 9.25 5.88 5.81 

 (-0.71) (1.42) (1.34) (1.32) 

GNPt 0.02*** 0.03*** 0.02*** 0.02*** 
 (3.92) (3.33) (4.07) (4.07) 

YTRENDt -1.93 -4.63*** -3.79*** -3.77*** 

 (-1.51) (-4.04) (-4.25) (-4.26) 

Industry Fixed Effect Yes Yes Yes Yes 

Year Fixed Effect No No No No 

Firm Clustered SE Yes Yes Yes Yes 

Observations 1,575 4,031 5,606 5,606 

Adj. R-squared 0.155 0.0257 0.0344 0.0344 

Highest VIF 4.92 4.83 4.77 4.95 

Robust t-statistics in parentheses *** p<0.01, ** p<0.05, * p<0.10  
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TABLE 6 

The Association between the Probability of Decline in Software Development Spending and 

Changes in the Capitalization in the Software Development Sample  

Dependent variable: 

Pr(SWDECLINEit) 

(1) (2) (3) (4) 

Full Sample SD Sample LD Sample IN Sample 

     

Intercept 21.8585*** 25.8868*** 19.1342 23.2339*** 

 (4.95) (3.21) (1.44) (3.76) 

CHANGESWCAPit -0.0492** -0.0857** -0.4597*** -0.0411 

 (-2.54) (-2.39) (-2.97) (-1.60) 

NETCASHit-1 -0.0001 0.0002 0.0002 -0.0001 

 (-0.54) (1.07) (0.26) (-0.51) 

PROFit-1 -0.0008 -0.0006 0.0017 -0.0012 

 (-0.95) (-0.53) (1.15) (-0.68) 

SIZEit -0.1484*** -0.1873* -0.1417 -0.2163*** 

 (-2.82) (-1.82) (-1.01) (-2.69) 

LEVit -0.0026 0.0342 -0.0555 -0.0080 

 (-0.15) (0.99) (-1.19) (-0.36) 

TOBINSQit -0.0128 -0.3834*** 0.0176 -0.1518 

 (-0.27) (-2.95) (1.59) (-1.42) 

CAPEXit 0.0001 -0.0007 0.0045 0.0011 

 (0.11) (-0.18) (0.66) (0.52) 

AGEit 0.0573*** 0.0738*** 0.0518 0.0483*** 

 (5.37) (4.11) (1.60) (3.74) 

OPCYCLEit -0.0824 -0.4834* 0.2639 -0.1548 

 (-0.73) (-1.79) (1.23) (-0.90) 

LOSSit 0.4254*** 0.0528 0.4210 0.4519** 

 (2.94) (0.21) (1.03) (1.96) 

GNPt -0.0015*** -0.0016*** -0.0014 -0.0016*** 

 (-4.97) (-2.79) (-1.58) (-3.70) 

YTRENDt 0.0622 0.0498 0.0364 0.0608 
 

(1.28) (0.56) (0.28) (0.92) 

Industry Fixed Effect Yes Yes Yes Yes 

Year Fixed Effect No No No No 

Firm Clustered SE Yes Yes Yes Yes 

Observations 1,575 422 220 933 

Pseudo Adj. R-squared 0.0879 0.1374 0.1502 0.1129 

Robust z-statistics in parentheses *** p<0.01, ** p<0.05, * p<0.10 
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TABLE 7 

Multinomial Logistic Regression on the Probability of Over/Under-Investment 

Panel A: Expectation Model 

Dependent variable: DINVit 
(1) 

Expectation Model 

  

Intercept -370.926*** 

 (-4.25) 

NETCASHit-1 0.008*** 

 (3.22) 

PROFit-1 0.011** 

 (2.55) 

SIZEit 4.554*** 

 (4.50) 

LEVit -0.034 

 (-1.28) 

TOBINSQit 0.614*** 

 (2.67) 

CAPEXit 0.013* 

 (1.87) 

AGEit -0.413*** 

 (-2.85) 

OPCYCLEit 1.378* 

 (1.72) 

LOSSit 6.467 

 (1.48) 

GNPt 0.024*** 

 (4.13) 

YTRENDt -3.768*** 

 (-4.28) 

Industry Fixed Effect No 

Year Fixed Effect Yes 

Firm Clustered SE Yes 

Observations 5,606 

Adj. R-squared 0.03 

Robust t-statistics in parentheses 

*** p<0.01, ** p<0.05, * p<0.10 
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TABLE 7 (continued) 

Panel B: Multinomial Regression 

Dependent variable: INV_RESit 
Underinvestment 

Myopia 

Overinvestment 

Financial Flexiblity 

Underinvestment versus Normal Investment (INV_RESit = 1) 

Intercept -1.903*** -1.757*** 

 (-4.95) (-4.90) 

MYOPIAit 0.396***  

 (4.72)  
FINFLEXit  -0.455*** 

 
 (-2.95) 

SOFTWAREit 0.567 0.469 

 (1.00) (0.86) 

MYOPIAit×SOFTWAREit -0.341**  

 (-2.08)  
FINFLEXit×SOFTWAREit  0.224 

  (0.88) 

Normal Investment (INV_RESit = 2) 

Oerinvestment versus Normal Investment (INV_RESit = 3) 

Intercept -1.633** -1.683** 

 (-2.36) (-2.42) 

MYOPIAit -0.252***  

 (-3.01)  
FINFLEXit  -0.348** 

 
 (-2.39) 

SOFTWAREit -0.041 -0.151 

 (-0.05) (-0.18) 

MYOPIAit×SOFTWAREit -0.425**  

 (-2.26)  
FINFLEXit×SOFTWAREit  0.060 

  (0.21) 

Industry Fixed Effect Yes Yes 

Year Fixed Effect Yes Yes 

Firm Clustered SE Yes Yes 

Observations 5,606 5,606 

Pseudo R-squared 0.1086 0.1047 

Robust z-statistics in parentheses *** p<0.01, ** p<0.05, * p<0.10  
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TABLE 8 

The Role of Institutional Ownership versus Accounting Treatment in Mitigating Myopic 

Investment in the Software Development Industry 
 (1) (2) (3) 

VARIABLES Full Sample Quartiles 1 to 3 Quartile 4     

Intercept -252.699** -397.554 -261.532** 
 (-2.09) (-1.56) (-1.98) 

MYOPIAit -5.227* -9.557** 1.610 

 (-1.72) (-2.40) (0.22) 

NETCASHit-1 -0.006 -0.013 0.038 

 (-0.43) (-0.92) (1.67) 

PROFit-1 0.001 0.002 0.069 

 (0.10) (0.23) (1.64) 

SIZEit 7.433* 4.963 16.069*** 

 (1.88) (1.58) (3.21) 

LEVit -0.291 -0.336 -1.517 

 (-0.98) (-1.00) (-1.07) 

TOBINSQit 0.841 0.397 3.936** 

 (1.44) (0.90) (2.01) 

CAPEXit -0.008 -0.001 -0.149* 

 (-0.13) (-0.01) (-1.96) 

PINSOWNit -12.879   

 (-1.18)   
AGEit -0.039 -0.083 -0.846* 

 (-0.20) (-0.39) (-1.81) 

OPCYCLEit -6.726** -4.868* -8.876* 

 (-2.55) (-1.67) (-1.72) 

LOSSit 1.926 1.536 8.405 

 (0.73) (0.67) (0.65) 

GNPt 0.018** 0.019** 0.022 

 (2.19) (2.12) (1.39) 

YTRENDt -4.120* -4.281* -2.760 

 (-1.93) (-1.75) (-1.37) 

Industry Fixed Effect Yes Yes Yes 

Year Fixed Effect No No No 

Firm Clustered SE Yes Yes Yes 

Observations 596 149 447 

Adj. R-squared 0.09 0.19 0.11 

Robust t-statistics in parentheses *** p<0.01, ** p<0.05, * p<0.10 
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